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Abstract. The downlink communication channel from high-altitude platform (HAP) to high-speed train (HST) in the Ka-band is a slowly time-varying Rician distributed flat fading channel with 10-25 dB Rician $K$ factor. In this respect, the received signal is mainly affected by the Doppler shift of the line-of-sight (LOS) link. In order to increase receiver performance, we propose to firstly compensate the Doppler shift of the received signal before least-squares (LS) adaptive filtering is pursued. Implementing the proposed method requires a priori knowledge of the time-varying phase of the LOS component. This is justified since signalling between the train and the controller exists such that the train velocity and location are predictable. Implementing the proposed method to the recursive LS (RLS) received beamforming algorithm shows reduction of mean square error (MSE) and bit error rate (BER).
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1 Introduction

High-speed train (HST) communications exhibit particular phenomena as the train travels with speeds that may reach 575 kmph through its wireless coverage area [1]. The International Telecommunication Union (ITU) specifies the operating frequencies for HSTs served by high-altitude platform (HAP) as 28-31 GHz and 47-48 GHz. Assuming that the train travels in a rural area, the short-term fading channel is time-varying flat fading and Rician distributed. It is modelled as a single ray and a line-of-sight (LOS) component with $K$ factor 10-25 dB [2]. Additionally, the physical layer is in accordance with the IEEE 802.16 Single Carrier with bandwidth up to 20 MHz, which yields a slow fading channel [3].

The main problem of the presented channel is the Doppler frequency of the LOS component, where its value depends on the elevation angle between the LOS link and the train velocity vector. Therefore, as long as the train is moving and the elevation angle is not 90°, the receiver suffers from the time-varying phase of the LOS component. In order to decode coherently, the receiver is
required to track the time-varying channel, or equivalently, follow the direction of the intended signal adaptively.

There are several adaptive filters that can be applied to combat time-varying Rician flat fading channel on high speed train communications. Faletti, et al.[2] have implemented the multiple-input multiple-output (MIMO) beamforming recursive least-squares (RLS) algorithm, while examples of single-input multiple-output (SIMO) are given by White, et al. in [4] and Zakia, et al. In [5], the recursive LS (RLS) MIMO channel estimation algorithm for Rician fading was proposed by Zakia, et al. [6] as a generalization to the Rayleigh fading case given in Karami [7]. Both papers present closed-form solutions on the tracking performance in terms of mean square error (MSE). Particularly, Zakia, et al. [6] showed that a constant LOS component gives advantage in tracking the channel. This means that the train suffers larger tracking loss as it travels to a lower elevation angle.

Motivated by our previous result presented in Zakia, et al. [6], we propose to compensate for the Doppler shift of the received signal before the RLS algorithm is executed. The proposed technique assumes that the time-varying phase of the LOS component is known perfectly at the receiver. This assumption is based on the fact that for high-speed train communications, the speed and train locations can be predicted from communications between trains and the signalling controller center, as shown in Cheng and Fang [8], or by retrieving information from a dedicated environment map, as presented in Li and Zhao [9]

We are aware that our proposed method is similar to that given in Li and Zhao [9]. However, their method is based on a terrestrial system that assumes the channel as frequency-selective so that it employs the weighted average of the Doppler shift of the channel paths, as opposed to a single path Doppler shift compensation as performed here. Moreover, our proposed method is motivated by the analytical work of Zakia, et al. [6], which opens up the possibility of extending the result analytically. The performance of the proposed method was analyzed in terms of MSE and bit error rate (BER). Since the proposed method assumes a perfectly known Doppler shift, the BER performance of a more realistic scenario in which imperfection of Doppler shift exists was also evaluated.

We would like to note that the proposed method was first introduced in the author’s dissertation, i.e. Zakia, et al. [10] but has not been published before. Furthermore, the RLS algorithm implemented here in terms of symbol detection has a different form than that of Zakia, et al. [10]. Since the channel considered
is slow fading, we can show that the different forms of symbol detection have negligible impact on system performance.

The method proposed here is applicable to any system that encounters Rician fading with time-varying phase of the LOS component. Firstly, it is not restricted to the RLS algorithm, so it can be implemented to any adaptive filter algorithm, such as least mean squares (LMS) and Kalman. Secondly, even though we assume a single user SIMO beamforming framework similar to the method shown in White, et al. [4], Zakia, et al. [5], and Rappaport [11], the generalization to the MIMO case is straightforward as long as the Doppler shift of all channel pairs is assumed to be equal. Finally, the purpose of the adaptive filter is not only beamforming, as assumed here, but also channel tracking, like the one used in Zakia, et al. [6].

The rest of this paper is organized as follows. Section 2 describes the system model. The proposed method is given in Section 3. In Section 4, the performance of the tracking MSE and BER is evaluated. Finally, Section 5 concludes the paper.

2 System Model

The focus of this paper is the downlink transmission from HAP to train communications with a single $M = 1$ antenna at the HAP and $N$ antennas on the train. The antenna array is mounted on top of the train as an access point (AP) to the passengers inside the train. The communication between the AP and the passengers is not studied here. This results in a SIMO transmission system.

The consideration of implementing a SIMO system is explained as follows. Firstly, although White, et al. in [4] investigated a MIMO system that is able to deliver service to single-antenna trains simultaneously, here we assume that only a single train is served by the HAP. Thus, it is not required to have multiple antennas that can provide multiple beams at the HAP. Secondly, the work conducted by White, et al. [4] employs an antenna array on the train to partially compensate the high path-loss of the Ka-band frequency and to deal with specular reflections that can occur in urban areas. In this context, the antenna array implemented here is intended to achieve array gain.

The downlink SIMO system presented next, consists of the Doppler model, physical layer standard, fading channel model, and transceiver structure.
2.1 Doppler Model

Since the train is moving with some velocity \( \theta \) (m/s), it induces a Doppler frequency as shown in Eq. (1)

\[
F_D = \frac{\theta}{c} f_0
\]

where \( c = 3 \times 10^8 \) m/s and \( f_0 \) denote the speed of light and carrier frequency respectively. For the downlink from the HAP to the high-speed train channel, \( f_0 = 28 \) GHz [3].

As the train moves along its coverage area, the elevation angle between the HAP and the train influence the Doppler shift, \( K \) factor, and shadowing [11-13]. The Doppler shift is defined as in Eq. (2):

\[
f_D = F_D \cos \psi
\]

where \( \psi \) denotes the elevation angle. For meaningful communication in the Ka-band, the elevation angle \( \psi \) has values in the range \( 30^\circ \leq \psi \leq 150^\circ \) [4]. Due to the train’s velocity, the Doppler shift is elevation-dependent. This yields fast transition of the Doppler shift along one cell coverage, as depicted in Figure 1.

![Figure 1](image.png)

**Figure 1** Doppler shift transition.

The HAP is situated at an altitude of 20 km in the stratosphere and is assumed stationary, similar to that assumed in Djuknic, *et al.*[14]. Hence, in this scenario HAP cell coverage is 69.28 km. Assuming the train’s speed is 300 kmph, the duration of one cell coverage is thus 13.86 minutes.
2.2 Physical Layer Standard

The HAP channel at the Ka-band shows domination of the LOS component and therefore a single carrier modulation assumption is appropriate [3]. Specifically, the physical layer resembles the IEEE 802.16 for broadband fixed wireless access (FWA) with supported frequency carrier 10-66 GHz and Nyquist root raised cosine (RRC) pulse shaping with 25% roll-off factor. Since the bandwidth is 2-20 MHz bandwidth, the sampling rate is \( T_s = 50 - 500 \text{ ns} \), which in this paper, is assumed equal to the symbol rate.

There are three types of modulation supported by this standard, which can support bit rates up to 120 Mbps. Without loss of generality, it is assumed that QPSK modulation is employed, which results in a 4-40 Mbps bit rate.

2.3 Fading Channel Model

An evaluation of a short-term SIMO fading channel for HAP in high-speed train communication where the channel is time-varying and Rician distributed with \( K \) factor 10-25 dB, has been presented in [2]. Although the channel is dominated by the LOS in the Ka-band, the existence of scatters due to particles in the atmosphere and trees in the vicinity of the train still yields a non-LOS (NLOS) component. Additionally, assuming the major part of the train tracks are located in a rural area, the channel is considered flat. By employing the aforementioned physical layer standard, the fading is thus slow fading.

The discrete time baseband SIMO channel at time index \( n \) is given as in Eq. (3):

\[
h[n] = \sqrt{\frac{K}{K+1}} h_{\text{LOS}}[n] + \sqrt{\frac{1}{K+1}} h_{\text{NLOS}}[n]
\]

where \( h_{\text{LOS}} \in \mathbb{C}^{N,1} \) and \( h_{\text{NLOS}} \in \mathbb{C}^{N,1} \) denote the LOS and NLOS channel vectors respectively. Defining \( a(\theta_0) \in \mathbb{C}^{N,1} \) as the receiver antenna steering response at a nominal direction of arrival (DOA) \( \theta_0 \), the LOS channel vector is determined as in Eq. (4):

\[
h_{\text{LOS}}[n] = a(\theta_0) e^{j2\pi F_s T_s \cos(\psi)n}
\]

The statistics of the NLOS channel component is modelled in the time-spatial domain. Assuming independency between the time and spatial domains, the second-order statistics becomes the following Eq.(5) [2]:

\[
R[m] = R_{\text{TD}}[m] R_{\text{SD}} \in \mathbb{C}^{N,N}
\]

where \( R_{\text{TD}}[m] \in \mathbb{C}^{1,1} \) and \( R_{\text{SD}} \in \mathbb{C}^{N,N} \) yield the second-order time domain autocorrelation at time difference \( m \) and the spatial domain autocorrelation matrix respectively.
The time domain autocorrelation assumes Clark’s model for Rayleigh fading as defined in Eq. (6):

\[ R_{TD}[m] = J_0(2\pi F_D T_s m) \]  

where \( J_0 \) is the modified zero order Bessel function of the first kind.

The spatial domain autocorrelation matrix is influenced by the local micro scatterers in the atmosphere, where each micro scatterer introduces a wave arriving at DOA \( \theta \). The overall effect of these scatterers is further modelled in Falletti, et al. [2] as expressed in Eq. (7):

\[ R_{SD} = \int a_{RX}(\theta)a_{RX}^H(\theta)p(\theta)d\theta \]  

where \( p(\theta) \) denotes the probability distribution function (PDF) of the DOA resulting from the micro scatterers. Since the distance of the HAP to the train is much larger than the radius of the micro scatterers in the atmosphere, \( p(\theta) \) is modeled by a Gaussian distribution as determined in Eq. (8):

\[ p(\theta) = \frac{1}{\sqrt{2\pi\sigma_\theta^2}} e^{-\frac{(\theta-\theta_0)^2}{2\sigma_\theta^2}} \]  

The symbol \( \sigma_\theta^2 \) denotes the variance of the DOA \( \theta \) around its nominal value \( \theta_0 \). A higher variance value means a less spatially correlated channel.

Besides determination of the channel’s second-order statistics, the value of the \( K \) factor is also required. Iskandar, et al. have shown that at 1.2 GHz and 2.4 GHz, the \( K \) factor is influenced by the elevation angle [12]. There exists no literature that models the \( K \) factor in the Ka-band. Despite this, a heuristic approach can be used to adapt the result shown in Iskandar and Shimamoto [12] to the Ka-band characteristic by considering the fact that in the Ka-band, the \( K \) factor is 10-25 dB [2]. The relation between the \( K \) factor and the elevation angle is shown in Table 1, where for simulation purposes the elevation angles are well represented by 30°, 60°, and 90°.

\[ \begin{array}{|c|c|}
\hline
Elevation angle & K factor \\
\hline
30° & 10 dB \\
60° & 18 dB \\
90° & 25 dB \\
\hline
\end{array} \]

Table 1  
\( K \) Factor in Ka-band.
2.4 Transceiver Structure

The SIMO baseband transceiver structure is depicted in Figure 2. The transmission is done on a per frame basis. At the HAP, a number of $P$ training symbols followed by a number of $D$ data symbols are formed into a frame. The transmitted symbol is defined as $x[n]$, which is either a training or data symbol, depending on the position of time index $n$ at each frame. Without loss of generality, no channel coding is employed at the transmitter.

The symbol $x[n]$ is then passed to the fading channel $h[n]$. After considering the impairment due to additive white Gaussian noise (AWGN) $v[n]$, the received signal becomes the following equation:

$$y[n] = x[n]h[n] + v[n] \in \mathbb{C}^{N,1}$$

(9)

where $v[n] \in \mathbb{C}^{N,1}$ is i.i.d. zero mean Gaussian process with variance $\sigma_v^2$.

Figure 2 Transceiver structure.

The task of the receiver on the train is to track the channel and use the channel estimates for coherent detection of the transmitted data symbols. For implementation purposes, the RLS algorithm is employed as shown in [15]. On each frame, the training sequence is used to obtain the channel estimates iteratively until a sufficiently low MSE is achieved. This mode is called data-aided (DA) mode. Afterwards, decision-directed (DD) mode is executed, where at each time instant the detected data symbols are used to update the channel estimates iteratively.

3 Proposed Method

Zakia, et al. have shown that for a moving receiver, the Doppler shift of the LOS channel component ($\psi \neq 90^\circ$) yields worse MSE tracking performance at the receiver [6]. Specifically, the MSE tracking gain achieved when the mobile travels from $0^\circ$ to $60^\circ$ is insignificant if compared to when it travels to a $90^\circ$
elevation angle. Therefore, we propose to compensate for the Doppler shift of the LOS component before executing the RLS SIMO algorithm. The focus is on the LOS component since for high-speed train communications based on the HAP system in the Ka-band, the channel is predominantly LOS [2].

It is assumed that the variables contributing to the Doppler shift of the LOS component, \( F_D \cos \psi \), act as a priori information. This requires to have knowledge of the following variables at the receiver:

1. Train speed – the train speed \( \theta \) determines the Doppler frequency \( F_D \).
2. Train location – the elevation angle information is extracted from the train’s location.

For high-speed train communications, the train speed and location information can be obtained for HST due to its repetitive movement characteristic [8-9]. In particular, this information can be obtained from the signalling controller center, as shown in Cheng, et al. [8], and can be predicted by retrieving the information from a dedicated radio environment map, as presented in Li, et al. [9]. The assumption of Doppler shift of the LOS component known perfectly at the receiver is therefore realistic. Ideas for how these parameters can be tracked in realtime are not considered in this paper; interested readers are referred to Chen, et al. [16] and Kay, et al. [17] for further details.

Figure 3 illustrates the block diagram of the proposed method. It can be seen that modification is performed with respect to the received signal vector \( y \). Mathematically, the modified received signal is determined as in Eq. (10):

\[
\bar{y}[n] = y[n]e^{-j2\pi F_D \cos(\psi)n} \in \mathbb{C}^{N,1}
\]  

(10)

![Figure 3](image-url)  

**Figure 3** Block diagram of the proposed method [10].

The proposed method is independent of the underlying channel compensation algorithm. Thus, extension to other adaptive filters such as LMS beamforming

The beamforming vector \( \mathbf{w} \in \mathbb{C}^{N,1} \) in the LS SIMO context minimizes the weighted LS error at time \( n \) as shown in Eq. (11):

\[
\sum_{i=1}^{n} \gamma^{n-i} |x[i] - \mathbf{w}^H[n] y[i]|^2
\]

where \( \gamma \) is the forgetting factor and takes values \( 0 < \gamma \leq 1 \). A higher \( \gamma \) means a higher dependency on the previous error signals, which increases computation. An optimum \( \gamma \) is defined as the \( \gamma \) that yields the lowest possible MSE, where the MSE curve versus time index \( n \) is monotonically decreasing [7]. Since no closed-form solution in determining the optimum \( \gamma \) exists for LS beamforming, trial and error was performed in the system simulation.

The estimated beamforming vector \( \hat{\mathbf{w}} \in \mathbb{C}^{N,1} \) is expressed in Eq. (12):

\[
\hat{\mathbf{w}}[n] = \left( \sum_{i=1}^{n} \gamma^{n-i} \mathbf{y}[i] \mathbf{y}^*[i] \right)^{-1} \left( \sum_{i=1}^{n} \gamma^{n-i} \mathbf{y}[i] \mathbf{x}^*[i] \right)
\]

For the purpose of implementation, the calculation of \( \hat{\mathbf{w}}[n] \) is performed using the RLS algorithm [15] as follows:

\[
\text{Initialization} \quad \hat{\mathbf{w}}(0) = 0, \quad \mathbf{P}(0) = \delta^{-1} \mathbf{I}
\]

For \( n = 1, 2, 3, \ldots \text{end} \) do:

\[
\text{Modified received signal} \quad \tilde{\mathbf{y}}[n] = \mathbf{y}[n] e^{-j2\pi F_d T_s \cos(\psi)n}
\]

\[
\text{Temporary value} \quad q[n] = \mathbf{P}[n-1] \tilde{\mathbf{y}}[n]
\]

\[
\text{Gain} \quad k[n] = \frac{1}{\gamma + \tilde{\mathbf{y}}^H[n] q[n]} q[n]
\]

\[
\text{A priori error} \quad e[n] = x[n] - \hat{\mathbf{w}}^H[n-1] \tilde{\mathbf{y}}[n]
\]

\[
\text{Beamforming vector update} \quad \hat{\mathbf{w}}[n] = \hat{\mathbf{w}}[n-1] + e^*[n] k[n]
\]

\[
\text{Inverse autocovariance update} \quad \mathbf{P}[n] = \frac{1}{\gamma} \left( \mathbf{P}[n-1] - k[n] q^H[n] \right)
\]

The block diagram of the RLS SIMO beamforming algorithm with modified received signal is visualized in Figure 4, where the bold line shows the signal
vector. The symbol is detected coherently at the receiver. The symbol detection is only required in DD mode. This is because in DA mode, the data symbols are known at the receiver, thus $\hat{x}[n] = x[n]$. In this paper, it is assumed that symbol detection follows the LS approach. Within the RLS algorithm, the symbol detection is written as in the following Eq. (13):

$$\hat{x}[n] = \mathcal{D}(\tilde{w}^H[n - 1]\bar{y}[n])$$ (13)

where $\mathcal{D}(.)$ denotes hard detection.

We would like to emphasize that the symbol detection Eq. (13) has a different form than the one defined in Zakia, et al. [10]. Although not shown here, we can verify that due to the slow fading channel assumption, no discrepancy results in the system performance.

![Block diagram of RLS SIMO beamforming.](image)

**Figure 4** Block diagram of RLS SIMO beamforming.

4 System Simulation

Since the beamforming weight vector is calculated iteratively, the algorithm requires time until it converges. This convergence performance is established from the learning curve, as shown in Haykin [15] and given in Eq. (14):

$$\sigma_e^2[n] = E[|e[n]|^2]$$ (14)

The learning curve is identical to the a priori error MSE. The rate of convergence depends on $\gamma$. Therefore, deciding which $\gamma$ value is used is crucial in order to achieve convergence and an acceptable and low $\sigma_e^2[n]$. 
The performances of the proposed method in terms of MSE and BER were evaluated through Monte Carlo simulations. In determining the MSE, the RLS algorithm was executed in DA mode, whereas for the BER calculation, the algorithm was executed in both DA and DD mode. Specifically, DA mode was carried out until the MSE was low enough. Afterwards, the algorithm was switched to DD mode.

The simulation was performed on two different values of angle spread, i.e., $\sigma_0^2 = 0.01$ and $\sigma_0^2 = 5$. The former reflects a highly spatially correlated channel, whereas the latter is considered i.i.d. fading. Details on the resulting channel autocorrelation matrix can be found in Zakia, et al. [18].

Since no Doppler shift is introduced on the $90^\circ$ elevation angle, simulation of the proposed method is unnecessary on the $\{K, \psi\} = \{25 \text{ dB}, 90^\circ\}$ scenario. Thus, only the $\{K, \psi\} = \{10 \text{ dB}, 30^\circ\}$ and $\{K, \psi\} = \{18 \text{ dB}, 60^\circ\}$ scenarios were considered. Other parameters used in the simulation are $M = 1, N = 5$, $F_D T_s = 0.00039$.

### 4.1 Mean Square Error

A simulation was conducted to estimate the beamforming vector $\hat{\mathbf{w}}[n]$ by the RLS algorithm. It was then used to calculate the MSE $\sigma^2[n]$ by averaging more than 5000 independent channel realizations. A number of $P = 500$ training symbols was taken. The channel scenario was $\{K, \psi\} = \{10 \text{ dB}, 30^\circ\}$. Without loss of generality, the convergence performance was represented by SNR = 6 dB and 10 dB with forgetting factors $\gamma = 0.96$ and 0.99 respectively. The chosen pair of SNR and forgetting factor is only for presentation clarity.

The MSE of the RLS beamforming with compensated received signal for angle spread $\sigma_0^2 = 0.01$ and $\sigma_0^2 = 5$ are presented in Figures 5 and 6 respectively. It is obvious that the proposed method indeed gives lower MSE, the amount of which depends on the system parameters, which in this case are angle spread, SNR, and forgetting factor. Particularly, by compensating the Doppler shift of the received signal, the time variation of channels dominated by the LOS component (e.g. $K=10$ dB, 20 dB) was considerably decreased. This increases the reliability of old snapshots. Thus, lower tracking MSE for both cases of angle spread $\sigma_0^2 = 0.01$ and $\sigma_0^2 = 5$ are obtained.

Another interesting observation, depicted in Figures 5 and 6, is that $\gamma = 0.99$ seems too high for RLS SIMO (without compensation) when SNR = 10 dB, $\sigma_0^2 = 5$. When $\gamma$ was set higher than the required optimum value for a certain channel condition, the algorithm was too slow in forgetting the old error signals,
which still yielded a high MSE when converged. After the proposed method was implemented, a higher correlation between the old and the present error signals was noticeable due to reduced channel fluctuations. Therefore, with the modified approach, $\gamma = 0.99$ is a good choice, resulting in a sufficiently low MSE.

### 4.2 Bit Error Rate Performance

Before evaluating the BER performance, the values of $\gamma$ for each $\text{SNR} \in S$, $S = \{0, 2, 4, 6, 8, 10\}$ dB are required. One frame was assumed to have $P = 100$ training symbols and $D = 400$ data symbols. By trial and error, the $\gamma$ found for each $\text{SNR} \in S$ were $\{0.98, 0.97, 0.96, 0.96, 0.96, 0.97\}$ for angle spread $\sigma_\varphi^2 = 0.01$ and $\{0.98, 0.97, 0.97, 0.96, 0.96, 0.99\}$ for angle spread $\sigma_\varphi^2 = 5$. The BER was averaged over 15,000 independent channel realizations, which resulted in approximately $10^6$ data bits.

- **Figure 5** Learning curve for $\sigma_\varphi^2 = 0.01$, $\{K, \psi\} = \{10 \text{ dB}, 30^\circ\}$, $P = 500$, $F_D T_s = 0.00039$.

- **Figure 6** Learning curve for $\sigma_\varphi^2 = 5$, $\{K, \psi\} = \{10 \text{ dB}, 30^\circ\}$, $P = 500$, $F_D T_s = 0.00039$. 
Figure 7 visualizes the BER performance. The baseline reference is the BER for the AWGN channel, which reflects the best possible BER. The BER performance of the RLS algorithm for both angle spreads shows a significant BER gradient decrease as the SNR reaches 10 dB. This is because the estimated beamforming vector $\hat{\mathbf{w}}[n]$ is not accurate enough to track the channel variation due to Doppler shift, rendering the detector unable to decide correctly in consecutive detection stages. This phenomenon is called error propagation, which causes the so-called error floor common in systems switching between DA and DD modes [19]. The number of symbols during each mode determines a trade-off between capacity and error floor. In fact, we can show that by sacrificing 25% of capacity, BER performance is reduced to more than one order of magnitude at angle spread $\sigma_\theta^2 = 5$ and SNR 10 dB.

It is also justified in Figure 7 that in the simulated SNR values, the BER and possibility of error floor are both reduced by implementing the proposed method. This means that the proposed method renders the RLS algorithm more robust to channel variation without sacrificing capacity. Moreover, for angle spread $\sigma_\theta^2 = 5$, the BER is decreased by almost two orders of magnitude at SNR 10 dB. This significant decrease shows the robustness of the proposed method to Doppler shift as well as benefiting from fading diversity.

![Figure 7](image_url)

**Figure 7** Bit error rate, $(K, \psi) = \{10 \text{ dB}, 30^\circ\}, M = 1, N = 5, P = 100, P + D = 500, P_T = 0.00039$. 

4.3 Bit Error Rate with Imperfect Doppler Information

The proposed algorithm assumes a priori knowledge of train location and speed, such that the Doppler information in terms of $e^{j2\pi F_D T_s \cos(\psi)}$ is perfectly known at the receiver. This information is further used for compensating the Doppler shift of the received signal. Although railway signalling facilitates information on train location and speed, imperfect channel state information is possible, for example due to delay in transmission and/or processing from the signalling controller unit (at the driver side) to the signal processing unit at an access point (possibly inside the train roof).

For simulating the BER with imperfect channel information, the parameters assumed were $K = 10 \text{dB}$, $\psi = 30^\circ$, $\nu = 300 \text{ km/jam}$, $F_D T_s = 0.00039$.

Imperfections of train location lead to erroneous elevation angle $\psi$. It is assumed that the distance errors are $\pm 11 \text{ m}$ and $\pm 500 \text{ m}$, where the first is a common value in the Global Positioning System (GPS) and the latter is to emphasize a worse scenario. The errors in speed are assumed as $\pm 2\%$ and $\pm 5\%$.

The channel parameters assuming perfect and imperfect apriori knowledge are listed in Table 2. Imperfect apriori knowledge is represented by parameter $F_D T_s \cos \psi$. This knowledge is further used as complex exponential $e^{j2\pi F_D T_s \cos \psi}$ in order to compensate the received signal.

<table>
<thead>
<tr>
<th>A priori Knowledge</th>
<th>$\psi$</th>
<th>$\theta$</th>
<th>$F_D T_s \cos \psi$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Perfect</td>
<td>$30^\circ$</td>
<td>300 kmph</td>
<td>0.00034</td>
</tr>
<tr>
<td>Imperfect: location $\pm 11 \text{ m}$, speed $\theta \pm 2%$</td>
<td>$29.99^\circ-30.008^\circ$</td>
<td>294-306 kmph</td>
<td>0.00033-0.0003436</td>
</tr>
<tr>
<td>Imperfect: location $\pm 500 \text{ m}$, speed $\theta \pm 5%$</td>
<td>$29.66^\circ-30.36^\circ$</td>
<td>285-315 kmph</td>
<td>0.0003211-0.000356</td>
</tr>
</tbody>
</table>

Depicted in Figure 8 is the BER curve with imperfect apriori knowledge. It is identified that even for high location errors of 500 m and speed errors of 5%, the BER increment is insignificant for the proposed method. The primary reason in this case is because channel parameter $F_D T_s \cos \psi$ is only altered by 6%. A higher $F_D T_s$ is likely to impact a higher loss in BER. It is reasonable to
say that the accuracy of location and speed requirement depends also on system symbol duration $T_s$.

![Figure 8](image)

**Figure 8** Bit error rate with imperfect a priori knowledge, $\{K, \psi\} = \{10 \text{ dB}, 30^\circ\}, M = 1, N = 5, P = 100, P + D = 500, F_D T_s = 0.00039$

5 Conclusion

The performance of the RLS received beamforming with Doppler shift compensation in Rician fading channel was given in terms of MSE and BER. By compensating the Doppler shift of the received signal, the time variation of channels dominated by the LOS component was considerably decreased, which from the MSE calculation perspective translates to a higher correlation between the old and present error signals. Thus, for the same forgetting factor the proposed method yields a reduction of the tracking MSE. Additionally, lower BER values by almost two orders of magnitude were found by implementing the Doppler compensation method. This also shows that the proposed method renders the RLS algorithm more robust to channel variation, without sacrificing capacity. For systems working with high symbol rates, insignificant BER losses result due to imperfect a priori knowledge. Attractive issues for future work are analytical determination of the optimum forgetting factor and implementation of the proposed method by using a predicted or estimated Doppler shift.
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