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Abstract. Integrating sesor networks into the Internet brings many advasgag
For example, users can monitor or control the stdt¢he sensors remote
without visiting the field. Some researchers have proposed methsidg a
RESTbased web service or HTTP establish communication between sensors
and server via thénterne. Unfortunately, as we know, HTTP is a best-effort
service. In some cases this means that if the nuofteensorincreases the end-
to-end Quality of Service will decrease. The -to-end network delay increases,
as well as the failure rate of data sending causediTTP timeols. In this
paper, we propose Finite Time Response (FTR) HT$Pa a&communicatio
protocol suitable for integrating sensor network#oithe Internet. We have
defined a cross-ieer approach that coordinates between the appitédiyer anc

the physical layer to control not only performarnug also energy efficienc'
The HTTP requestesponse deli measured at the application layer is used as
the decision factor at the physidayer to control the active and sleep periods.
We also propose a forc-sleep period as a control mechanism to guarantee
average performance for all nodes. The experimeelltshave shown that
FTR has the ability to maintain better performanndicaed by a lower average
response time and a lower average timeout experie@ptimization is stil
needed to gain better performance and better eneffjgiency while also
consideing the average value of tupdate time.

Keywords. communication protoc; energy efficiency; internet; quality ofwmvice;
sensor network.

1 I ntroduction

Sensor networks are defined as a collection of menthat have their ow
functionality and canbe coordinated to perform certain tasksuch as
environmental [1] andlisaster monitorin{2]. For certain tasks the stabéthe
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sensors needs to be monitored or controlled resndtethese cases, the sensor
network must report its state or the states ofsiresors to the data center or
server. For this purpose the sensor network needsetintegrated into an
external network such as the Internet. Sensor mksmoased on TCP/IP have
been proposed to accommodate this.

Sensor networks based on TCP/IP have the advardhdgeeing able to
communicate directly with an existing infrastruetueither of a wired IP
network or of IP-based wireless technology suchG&RS [1]-[3]. Using
TCP/IP partially or fully for sensor networks hasamg advantages over
interconnecting through a separate IP device. Tiiguity of TCP/IP and the
Internet is the reason they are commonly usedbasia for networking.

Many researchers have proposed communication mistdéc integrate sensor
networks into the Internet with HTTP or a web seeviising REST. Some have
focused on REST protocols, such as Tiny-REST [3H abonstrained
Application Protocol (CoAP) [4],[5]. REST architeces allow implementing
IoT (Internet of Things) and Machine-to-Machine (M2 applications to be
developed on top of the web service, which canHaeesl and reused [5]. The
states of the sensors become abstract resourcdffigdeby Unique Resource
Identifiers (URIs), represented with arbitrary fats, and can be manipulated
with HTTP methods such as GET, PUT, POST and DELHSE As a
consequence REST architecture for sensor networistichlly reduces the
application development complexity [5].

The main problem that has to be addressed whegratieg wireless sensors
into the Internet is decreasing performance cabgethe increased number of
nodes. Integration into the Internet or a publibvoek is challenging because
you have to deal with a network that mostly is notder your own
administrative control. Also, Internet protocol cmwomication using HTTP
running on TCP/IP is categorized as best-efforviser This means that all
nodes compete to send data. In a previous work ave hlready shown that
increasing the number of nodes or users sending wathe server (cloud
server) can decrease the average performanceusfeas [6].

In this paper, we propose the Finite Time Resp@R$®&) protocol to overcome
this problem. Our approach tries to integrate netvgensors into a server via
Internet communication using HTTP. Our approacto atsnsiders energy-
efficiency, which is the biggest concern in sensetwork deployment. We will
compare FTR with conventional methods using RE&¢hss Tiny-REST [3].
We will also compare it with a simple approach gsénergy efficiency only
(energy efficiency-aware).
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We have developed a new communication protocol av@sm that is aware of
both energy and performance. Our approach is &-dager approach because it
has a mechanism to coordinate between the applic&ier and the physical
layer.

This paper is structured as follows. Section 2 illess some previous work
related to research about the integration of senstworks into the Internet.
Section 3 presents the Finite Time Response (FTBjogol and a simple
verification test. Section 4 describes our expeniralesetup for validation of our
method. Section 5 describes the simulation resrits a discussion of these
results. Section 6 contains our conclusions.

2 Related Work

Research related to the integration of sensor n&gniato the Internet has been
done using different approaches [1]-[5]. Some awthbave proposed to
integrate sensor networks into cloud computing[{0}. The purposes for
deploying sensor networks are various, such ag@amwental monitoring [1],
disaster monitoring [2],[11], patient monitoring ],[9and supply-chain
management [9]. Some researches related to seaswonks focus on energy-
efficiency [12],[13]. They propose active and slgegiods at idle state. The
duration of the active and sleep periods can bastelj adaptively based on
external conditions [13]. Some have also considemddbility or traffic
conditions [14]-[16]. Almost all of them modifietié system on the MAC layer
and the physical layer based on the OSI layer [[LZ], There is also one cross-
layer approach, which uses coordination betweerafiication, the network
and the MAC layer [15].

Transport protocol has been proposed as a realdomamunication protocol.
Transport protocol in IP-based sensor networksoiamonly employed using
the two main protocols in the TCP/IP stack: begtrefUDP and reliable byte-
stream protocol TCP [14]. The main problem of TGRHat it exhibits poor
performance in wireless environments, both in teofgroughput and energy
efficiency [14]. Dunkels,et al have proposed TCP Segment Caching to
improve TCP performance significantly [14]. UDP dam used for sensor data
that do not use unicast reliable byte-stream trésson [14]. TCP should be
used for administrative tasks that require religbiand compatibility with
existing application protocols, for example HTTPREST.

REST has been employed as a communication probetaleen wireless sensor
networks and the Internet [3],[4]. This has someaathges because it applies
uniform interfaces, self-descriptive data, statelesommunication, cache
components, and code-on-demand constraints on @lesidient server
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architecture [3]. Its architectural style is sulealfor distributed network
applications and emphasizes scalability, generalitf interfaces,
independent/self-organized deployment of componeatsl intermediary
components [3]. Thomaset al have employed Tiny-REST as a simple
communication protocol between sensor objects ded Ibternet using the
HTTP methods GET and POST [3]. Tiny-REST operatesha application
layer but it can also be applied at the sensorebasel CP/IP.

3 The FTR Protocol

In this section we describe the FTR protocol aswehprotocol for integrating
sensor networks into the Internet.

3.1 Basic Foundation

There are three basic mechanisms for sending dama the sensors to the
server (data centerpush-basedpull-basedandhybrid [17]. In this research we

have focused on a push-based system where thesemsst periodically report

their state to the server. The sample of usagkiekind of system can be used
for environment monitoring or disaster monitorimghich need periodical data
reading and reporting from the sensors [11]. Ther ngeds to receive periodic
data collections concerning environmental condgisach as air pollution and
temperature in order to have information aboutdtate of the environment at
all times. In other cases the user needs periotlit@mation such as the river
water level to predict or anticipate floods [11].

Our push-based system with periodical data sendidgpicted in Figure 1. We
define the duty-cycle periodT ) as the interval time for periodically sending
data from node to server. In practical implemeatathe duty-cycle period can
be adjusted depending on the need. If the stattheofsensors needs to be
monitored more precisely a shorter duty-cycle pkdan be used.
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Figure 1 Push-based system with periodic data sending.
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The communication between the nodes as client badserver is depicted in
Figure 2. We define the response tinddf() as the time delay measured from

the sender starting to send a message to the dgeggrest) until the sender
receiving a reply (response) from the server. Heme know that the response
time consists of the delay from client to servére processing delay at the
server and the response delay from the server doclient related to the
requested message.

CLIENT SERVER
Response Send data (Rq Tﬁ_ﬁ_h_""—---____ & Server
Time I Processing
Ar, o delay
: Re plyﬁﬂ Y
‘ 4_,—'—'_'__'_'_'_'__-

= Rg = Sending data to server

= Rsp = Response & ACK from server
Figure2 Communications from client to server.

In HTTP communication the delay can vary dependingcircumstances such
as network traffic congestion, server performaraagy many more. In some
cases the client can have a good response timet fglsponse time), in other
cases the client can have a bad response time (eEspgpnse time). In some
cases the client has to wait too long for a respdr@am the server, in which
case the conversation will be terminated. This aded an HTTP timeout.

Timeout is defined by the maximum time the clieas o wait until he receives
a response. If the defined period expires, theckasversation will be suspended
or stopped.

3.2  Energy-Efficient Method

In this section we propose a simple method to raaingnergy efficiency. We

propose using an active period and a sleep peFioel basis of this method was
introduced with the S-MAC protocol [12]. The S-MAfotocol proposes a low
duty cycle (short active period) to decrease poes@msumption especially

during the node’s idle state [12]. However, we mspa different mechanism to
tell each node when to enter the active stateeoslgep state.
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Figure3 Basic mechanisms for controlling active and sleeqiogl.

The basic mechanism for the sleep period and ttieegueriod is based on the
length of the current response time, as depictdeigare 3. The response time
may vary depending on many things, as mentionedrbéefThe period of
waiting for data response is defined as activeodeaind the rest as sleep period.
Based on this approach, we can formulate a simgldeinto calculate the
energy efficiency, as follows:

t t

= a = 1
t,+t, AT @)
E = Energy efficiency (%)
t, = Active period (in seconds)
t, = Sleep periodin seconds)
AT = Duty cycle period/ (in seconds)

From this formulation we can see that a low pemgatvalue means better
energy efficiency and, conversely, that a high @etage value means worse
energy efficiency. Of course, 100% is the maxinadle and 0% is the minimal
value. We don’t recommend a value of 0% for theesysbecause this means
that the nodes do not send any data to the selivef the time. In the next
section we will discuss what the optimal valueoisdnergy efficiency.

From a hardware perspective, when the node erfieradtive state it will use
this period to read data from the sensor and ud® reommunication to
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transmit and wait for a response. Conversely, & sleep state the node can
enter standby mode and turn off radio communicatiod/or turn off data
reading from the sensors. During a sleep periodewgect the node to have
reduced power consumption.

In some cases, an active period based on the gaieniod for response can
create a new problem. During a busy period, theenaat receiving a response
until the next duty cycle will cause an HTTP timeothis can create a very
long active period and decrease energy efficiemagtitally. To anticipate this
problem we propose the Finite Time Response (FTé&hanism, which will be
discussed in the next section.

3.3 QoS-AwareMethod

As mentioned in the previous section, our basiagnefficient method has
problems dealing with busy periods. To overcoms fksue, we propose a
mechanism to control average performance: the &ifitne Response (FTR)
method. Basically, FTR means forcing the node éefslwhen it detects poor
performance indicated by a long response timeHerlast session. To indicate
that the last session has poor performance, we fisgte parameter defined by
the maximum response time allowedé&xTR). Our method introduces a
mechanism that limits the response time allowedtly system. We can
formulate this as follows:

_ {1 if (Ar, <MaxTR @

0 if (Ar, = MaxTR

o) = Next mode at next duty cycle periagiX)
1 It has only 2 values: O or 1.

e 0 indicates that during the next duty cycle
period the node must enter sleep m@deced
sleep. This means that the node isn’t allowed to
send data for some period of time.

¢ 1 indicates that during the next duty cycle
period the node is allowed to transmit data to
the server.

Ar, = Response time during duty cycle periq@geconds)
MaxTR = Parameter of maximum response time allowed

(seconds

The duration of forced sleep is defined as:

TP =KAT 3
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TFS = Duration of forced-sleep period (%)
K = Constant multiplier to indicate duration of fodcgleep
AT = Duration for single duty cycle time (in seconds)

In the previous mechanism (energy-efficient methth@ye are only two node
states: active and sleep. FTR proposes a new stdledforced sleepForced
sleep is a condition similar to the sleep stateitbistdriven by a decision from
equation (2). For K=1 it is full sleep during oriagle duty cycle period, if we
set K=2 it is full sleep for twice one duty cycld so on. Our three states and
their transitions are depicted in Figure 4. Thepgletate is condition after the
node receives a response from the server. Theidlurat the sleep period is
until the next duty cycle period only.
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Figure4 Finite-state model for QoS-aware method.

This method can be described with an algorithm thamplemented at each
node, as shown in Figure 5.

Decision Making Algorithm at Next Duty Cycle
procedure decision_next_step (last_response_t

1. if (last_response_time >= maxTthen
2. force_sleep

3. dse

4. read_and_send_data

5. endif

Figure5 Algorithm for next step decision using Finite TifResponse.

Our approach is a cross-layer approach becausestaoordination between the
application layer and the physical layer at the @8ér, as shown in Figure 6.
At the application layer we can measure or retrithe response time (last
performance) and make a decision to control thestréssion of the next data.
On the basis of the last performance, the nodedetide to send data or not at
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the next duty cycle. This method is calleahtrolled message passinghich
means that the node can control message passihg aéxt duty cycle. Events
occurring at the application layer will stimulateoecdination with the duty cycle
manager at the physical layer to control activegplor forced-sleep state.
Events occurring at the application layer includg¢adiransmission events and
response receiving events.

Response Time

_ Performance
FTR I HTTP
Control Message . {Applicatiun}
Passing
TCP
IP
oo {Internet
“ontrol Active, Sleep,
Force Sleep Period Prr:-tocol}
MAC
Y
Duty Cycle
YLy _ »  PHYSICAL
Manager Set active & sleep

mode

Figure6 Cross-layer approach between application layerpdnydical layer.

Note that the average response time at each nalddiied as follows:

N
A
i=1

= 4
Ry =5 (4)
R, = Average response time for noain seconds)
Ar, = Actual response time at duty cydléin seconds)
N = Number of duty cycle periods reflecting frequenéyata

sending to server

Furthermore, we may formulate the average enerfigiegicy at each node as
follows:

N TnA N TnA

Z; T2 AT

Em —N=1 'n n — rel (5)
N N
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E = Averageenergy efficiencyor nodem (%)

TA < Duration of active period during duty cyaldin seconds)

s = Duration of sleep period (including forced sleejpying
n duty cyclen (in seconds)

AT = Duration for single duty cycle time (in seconds)

N = Number of duty cycle periods reflecting frequentylata

sending to serv

3.4  Verification of System Performance

Before carrying out our experiment we executedrdigation to check how our

new method performs. This verification will be delsed briefly in this section.

We describe the system’s performance at a single far several duty cycles.
For verification we focused on how our proposedhodtsucceeds in resolving
the energy-efficiency problem. For traffic conditeo we distinguished two
classes of traffic:

1. Busy traffic Indicated by a long response time but not rasglth HTTP
timeout

2. Very-busy traffic Indicated by a long response time and even |gathn
HTTP timeout.

First, we present how the system works under bref§id conditions for six
duty cycle samples, as depicted in Figure 7. Wepaoethree scenarios: (i)
Energy-Efficient Only Method, (iia) FTR with K=1pd (iib) FTR with K=2.

From Figure 7, we can summarize the active anghgleeiods (including forced
sleep) as depicted at Figure 8. We can also cafculze average energy
efficiency, as summarized in Table 1.

Table 1 shows that our proposed method can maistangy efficiency better
than the Energy Efficient Method Only. We beliekattincreasing parameter K
results in better energy efficiency. Thereforeyd want good energy efficiency
we can set a very high value for K. However, thetay must actually make a
trade-off with other aspects, such as average nsgptime and average update
time.

Now, we defineAT" as the average update time. This is reflectedenspieed

of data updating from the sensor to the servethdfaverage update time is a
low value it means that the resolution for datatwapg is very high and has a
very high precision. If it is set at a high valterieans that the data resolution
has a low rate and doesn’'t have a high precisiaiiually, users can set the
tolerance of the average update time based ondivgimeeds.
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T =time for force sleep

Ar, =response time for Rg-n
AT = periodic time
ATY = periodic update time with FTR
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Figure 7 Comparing system performance for busy traffic coads in three
different scenarios: (i) Energy-Efficient Method I@n(iia) FTR with K=1, and

(iib) FTR with K=2.
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Figure8 Summaries of active and sleep periods for busfi¢rabnditions.

Table1 Result of comparing three scenarios for busy taiftinditions.

Aver age Energy
No Case Efficiency (%)
0] Energy-Efficient Only Method 77,1
(ia) FTR with K=1 64,€
(i) FTR with K=2Z 52,1

From Figure 1 we can calculate the average upthageds follows:

For K=1: ATY = AT + 2AT +§T + AT +AT — 12T
For k=2: ATV =2T* 3'AT4+ ATHAT _ jent

For Energy-Efficient Method OnlyAT" = AT

Furthermore, we can compare the three scenariosrins of average energy
efficiency and average update time, as summarizdable 2. We can see from
Table 2 that when is K increased, the average greffigiency improves. But
we can also see that if K is increased, the aveuaglate time also increases.
However, sometimes a higher value of the averagategime is not acceptable
for the user. In such cases we must carefully selecappropriate value for
parameter K in order to get the optimal value betwaverage energy efficiency
and average update time.

Table 2 Result of comparing three scenarios with averaggggnefficiency
and average update time for busy traffic conditions

Aver age Energy Average Update
No Case Efficiency (%) Time
0] Energy-Efficient Method Only 77,1 AT
(i) FTR with K=1 64,6 12AT

(ib) FTR with K=2 52,1 15AT
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Figure 9 Comparing how the system works at very busy tradfoditions in
three different scenarios: (i) Energy-Efficient Metl Only, (iia) FTR with K=1,
and (iib) FTR with K=2.
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We can also see how the system performs underbuey traffic conditions for

six duty cycle samples, as depicted in Figure 3eNgain that very busy traffic
is indicated by a long response time even leading®TP timeout. Again, we
compare the three scenarios: (i) Energy-Efficiemtid Only, (iia) FTR with

K=1, and (iib) FTR with K=2.

From Figure 9 we can compare the active and slezjpds for the three

scenarios, as shown in Figure 10. From Figure 1@awvecalculate the average

energy efficiency and the average update time fortheee scenarios, as

summarized in Table 3.
|
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(h 87.5% | | | 100% | |
T T

Figure 10 Summaries of active and sleep periods for very btrsyfic
conditions.

Table 3 Result of comparing three scenarios with averaggggnefficiency
and average update time for very busy traffic cthoil

No Case AE\ﬁ' ggeign& g)y Aver aTgﬁn lépdate
0] Energy-Efficient Method Only 93,8 AT

(i) FTR with K=1 45,8 15AT

(iib)  FTR with K=2 31,3 3AT

From Table 3 we can see that our proposed methddtaives the energy
efficiency better than Energy-Efficient Method Onlgicreasing K reduces the
energy efficiency but also increases the averadategime.

To validate our method we have conducted an expgertinio get real
measurement results from the network, which wiltdeated in the next section.

4 Experimental Setup

In this section we report the experiment we hawedooted in order to validate
our approach. The ideal network topology for thigdkof research is depicted in
Figure 11. In practice, it's very difficult to sefp and measure many nodes
because we are limited by the number of nodes wealiy have. Therefore, we
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have used a semi-real situation by combining sitiariaand experiment. We
have simulated a number of nodes with an emuls¥er created an application
that could emulate node capabilities with our pemgabmethod. It connected
directly to the server via the Internet (publicwetk) and emulated active,
sleep and forced-sleep phases.

Set of nodes

Node/Client-1
Application

|
|
|
|
|
|
|
|
|
|
|
|
|
- ——

@ TR e N = Service
"\‘GPRS BGrJv—@-(\llnternet 5 I + m :
o e = _ i -_os - i

Server :
| 3

Figure 11 Ideal topology for experimental setup.

First, we set the number of emulated nodes to leel.uall of them were

designed to connect to the server via the Intesitatiltaneously for several
times. The duration of measurement was 1800 sedon@sach measurement in
each scenario. The node emulator generated a &igeborded performance,
including response time, HTTP timeout, number divaesleep-forced sleep
periods, etc. From this log we could retrieve infation about average
response time, average energy efficiency, averageout experience and also
average update time. We have carried out this sitonl with different numbers
of nodes (10 to 150).

Table4 Experimental setup parameters for REST and EEMasEn

Parameter Value
Transmission duty cycle Periodical wifiiT = 5 seconds
HTTP timeout Same withAT = 5 seconds
Time observatio 1800 seconds (30 minut

Table5 Experimental setup parameters for FTR scenario.

Parameter Value
Transmission duty cycle Periodical withAT = 5 seconds
HTTP timeout Same withAT = 5 seconds
Time observation 1800 second (30 minutes)
MaxTR 2.5 seconc

K 3
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With this simulation we compared three methods: F-based application on
(REST), Energyefficient Method (nly (EEM), and Finite Time Respon
(FTR). Note that we also employed a RE-based application using th€r TP
methodGET for both EEM and FTR. Hower, EEM only used the Ener
Efficiency Method while FTR used both the Energyid&#ncy Method and th
performanceaware method. The experimental setup parametersREST,
EEM and FTR are given iTable 4 and Table 5.

5 Simulation Results

In this section we summarize and discuss the stipnlaesuts. Figurel2
shows the impact of the number of nodes on theageeresponse time. Tl
graphic shows that increasing the number of nodesfallowedby an increas
of the average response time. For a large numbenodes, our propose
method (FTR) had a better performance than the esdional RES-basec
application. For example, when the number of nades higher than 100, FT
had a better averagesponse time than REST/EE
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Figure 12 Impact of increasing number of nodes on averagmres tim.

The increasing average response time was caustgt lmjparacteristic of HT1
as a beseffort service. The higher number of nodes concilyesending dat
to the same destination may create more trafficreMwaffic can creat
congestion in the network, which can actually bedied by TCP flow contro
But TCP flow control has a mechani to reduce packet data transmiss
whenever it detects congestion indicated by pddsst So, when the number
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nodes becomes higher it also increases the avezagense time. Our propos
method (FTR) has a better performance because dlomirol is not only
handled at TCP level but also at the applicatigeiawWe propose a system tl
is designed to decide to send a message or pendhié application layer. Tt
decision is simple because it only s the last response time d&sief
information about traffic conditios. FTR maintainedbetter performance the
the conventional RES®nly method, especially for larger numbers of nc

The average response time is actually relatede@atierage timeout experier
in most cases. We know that when response time is very long it can caust
HTTP timeout, because we have set HTTP timeoutcadrein value (for thi
experiment: 5 secondsffigure 13 shows that the average timeout experie
for the conventional RES-only method increased whenetmumber of node
increased. Heever, our proposed method (FTR) reduthe average timeot
experience to a lower value. BoFigure 12 and Figure 18how that FTF
maintained betteaverage performan. Our method contributed to maintaini
better performance parametefor both average response time and avel
timeout experience.
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Figure 13 Impact of increasing number of nodes on averagedirhexperienc.

Figure 14shows the impact of the number of nodes on enéeffgyiemcy. The
graphic shows that EEM and FTR had better enerfjgiegicy managemet
than the RESbased application. EEM has a mechanism to regthatective
and sleep states, sopéerformed bett,, especially when the number of noc
was lower. However, a large number of nocmade energy efficienc
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deteriorate. This occurbecause when the number of nodes increatbes
average response time also incrs. An increase ithe average response til
increases the duration of the active period, whéstults in a decrease of ene
efficiency.

FTR better maintains energy efficiency becaumnot only has active and sle
states, but it is morbalancecthrough the introduction of a forced slegatc.
Forced sleep occurs whenever a long duration afeacleephas occued
during the previous duty cycle. Therefore, our sgr method not cy
maintains betteperformance but alsbetter energy efficiency.

The conventional REST method always has a valug6% regardless of tt
number of nodes. This happens because of the e-efficiency calalation that
was proposed in Eq1). The RES-based application has the worst en-
efficiency mechanism because it doesn’t have angrdioation with the
physical layer and so it alwaysdefined as active. Based on our equatiois
always in the active stateegardlesif the session is active or idle.
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Even though FTR offers a better solution in viewpefformance and ener;
efficiency, it has a tradeff with another aspect: the average update tintae
server, as depicted Rigure 15. The conventional REST services (REST
EEM) have a consistent update t, i.e. a fixed period that is alwajdentical
to the duty cycle AT). From the figure, we can see tithe update time fc
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REST and EEM always d value 1, meaning that it is equalloc duty cycle
(AT). FTR, on the other har, can increase the update time, especialthéf
number of nodes increases. For example, if the earabnoces is 150, it ha
an update time of twictheduty cycle (2 XAT).
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Figure 15 Impact of increasing number of nodes on averagateptime.

A higher value for the average update time meaaisttie resolutioiof the date
sent from the nodes tihhe server becomes loweFor example, if the syste
captures data from river water level sensors omeeyaminute, itcanchange tc
once every 2 minutes. Even though the resolican be set based on nead
user prefeence, we must still be aware how muchdeviaes from the
previously set value. We can find the optimum valobetween bette
performance and better energy efficiency, but Bélve to considea maximum
value forthe update time as well. In other woi if we need a system wit
better performance and energy efficiency, we mayehto sacrificedata
resolutionin terms of a hight average update time.

6 Conclusions

In this paper we have proposed a new method fornaamcation betwee
sensor networks intcesver vie the InternetWe have proposed a modificati
of HTTP and a croskyer approach to coordinate with the physical laye
the physical layer the activstate or sleep state will be s&tle have als
proposed a forcedleep state that is triggered by the last performai
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measurement at the application layer. If the previperformance response time
has a value larger than a certain acceptance r#mge the node enters forced
sleep mode during the next duty cycle. Our propasethod is called Finite
Time Response (FTR).

We use a push-based system for network systemiogdatpush-based system
is suitable for capturing data periodically, forample for environment or
disaster monitoring. However, when the number afasobecomes larger there
could be new problems in terms of performance afgran, such as increased
delay or response time, increased timeout messages more power
consumption. FTR is proposed as a communicatiotopob that can maintain
better performance and better energy efficiency.

We have compared FTR with a conventional REST-bagmadication and a
method using energy-efficiency control only. Theules of our experiments
have shown that FTR maintains better performanedicated by a lower
average response time and a lower average timapatience. But FTR has to
be traded off with the average update time. Evengh FTR has successfully
maintained performance with a better response tthee,average update time
also increased. Optimization is still needed tondaétter performance, better
energy efficiency while also considering a maximualue for the average
update time.
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