One-sided Downward Control Chart for Monitoring the Multivariate Coefficient of Variation with VSSI Strategy
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Abstract. In recent years, control charts monitoring the coefficient of variation (CV), denoted as the ratio of the variance to the mean, is attracting significant attention due to its ability to monitor processes in which the process mean and process variance are not independent of each other. However, very few studies have been done on charts to monitor downward process shifts, which is important since downward process shifts show process improvement. In view of the importance of today’s competitive manufacturing environment, this paper proposes a one-sided chart to monitor the downward multivariate CV (MCV) with variable sample size and sampling interval (VSSI), i.e. the VSSI D MCV chart. This paper monitors the MCV as most industrial processes simultaneously monitor at least two or more quality characteristics, while the VSSI feature is incorporated, as it is shown that this feature brings about a significant improvement of the chart. A Markov chain approach was adopted for designing a performance measure of the proposed chart. The numerical comparison revealed that the proposed chart outperformed existing MCV charts. The implementation of the VSSI D MCV chart is illustrated with an example.
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1 Introduction

Control charting is an important technique in Statistical Process Control (SPC). It is seen as an efficient process monitoring technique in various industries for detecting the presence of assignable causes, as can be seen from several research publications (see Djauhari [1], Chen, et al. [2], Wang [3], Chong, et al. [4]). In most real industry applications, it is common to deal with processes that monitor two, three or more quality characteristics. In this case, great attention is paid to multivariate process monitoring. Furthermore, when the process standard deviation is in line with the process mean, existing traditional charts that are used to monitor the process mean and process variance are unable to correctly detect the process signals. In this case it is suitable to use the coefficient of variation (CV). The CV is commonly used and its importance is

Kang, et al. [13] were the first researchers to introduce a standard CV control chart. In the last decade, numerous CV charts have been proposed to increase the effectiveness of existing standard CV charts for detecting CV shifts, such as those by Khaw, et al. [14], Yeong, et al. [15], Khaw & Chew [16], Lim, et al. [17], etc. Conversely, Yeong, et al. [18] introduced two one-sided multivariate CV (MCV) charts (SH MCV) to fill the research gap related to the multivariate process. Khaw, et al. [19,20] discussed adaptive MCV and synthetic MCV charts to increase the statistical performance of the SH MCV chart of Yeong, et al. [18]. Later, run rules and variable parameter MCV charts were introduced [21,22]. More recently, an exponentially weighted moving average (EWMA) MCV chart was recommended by Giner-Bosch, et al. [23], whereas Haq & Khoo [24] considered an adaptive EWMA MCV chart.

Meanwhile, adaptive control charting methods are known to be practical when compared to non-adaptive charts (Epprecht, et al. [25], Deheshvar, et al. [26]). From the existing adaptive schemes, the variable sample size and sampling interval (VSSI) scheme is one of the best adaptive schemes. After the VSSI $\bar{X}$ chart [27] was developed, the VSSI scheme was extended to various types of control charts. For example, Saha, et al. [28] developed an auxiliary information based VSSI chart to monitor the process mean. Kosztyan & Katona [29] and Khoo, et al. [30] applied risk-based VSSI and VSSI, S control charts, respectively. A VSSI median chart with measurement errors and estimated parameters have been suggested by Cheng & Wang [31].

The VSSI MCV chart [19] has superior performance in the detection of MCV shifts when compared to other existing MCV charts. However, a downside of this method is that the VSSI MCV chart was developed only for detecting upward MCV shifts. In most scenarios, the detection of downward MCV shifts is crucial since they show process improvement. With the intention to fill the research gap related to downward process monitoring and the excellent features of the VSSI scheme, this paper extends the VSSI MCV chart of Khaw, et al. [19] and proposes a one-sided downward VSSI (VSSI$_{D}$) chart for monitoring
downward MCV shifts. Note that the one-sided VSSI0 MCV chart can avoid biased average time to signal (ATS) performance. The VSSI scheme in Aparisi & Haro [32] was adopted to design the VSSI0 MCV chart. The VSSI0 MCV chart gives the flexibility for practitioner to vary sample size \( n \) and sampling interval \( h \). The VSSI0 MCV chart is expected to surpass the existing SH0 MCV chart.

Hereafter, Section 2 illustrates the fundamental properties of the SH0 MCV chart. Section 3 describes the details of the VSSI0 MCV chart. The performance measures were evaluated using the Markov chain method. Performance comparisons of the existing VSSI0 MCV charts in terms of the ATS and expected average time of signal (EATS) criteria are discussed in Section 4. In Section 5, the new method’s implementation is illustrated with an example. In the last section, the research findings and future recommendations are given.

### 2 The Downward SH MCV (SH0 MCV) Chart

Let \( X_1, X_2, \ldots, X_n \) refer to a multivariate \( n_0 \) from the \( p \)-variate normal distribution with \( \mu \) and \( \Sigma \). Here, \( \mu \) is the mean vector while \( \Sigma \) denotes the covariance matrix. Then, the MCV population statistics are denoted as

\[
\gamma = (\mu^T \sum_{i=1}^{n_0} -1 \mu)^{-\frac{1}{2}}
\]

[33]. The sample MCV, \( \hat{\gamma} \), is used for estimating \( \gamma \) when \( \mu \) and \( \Sigma \) are unknown. To derive \( \hat{\gamma} \) from Eq. (1), \( \bar{X} \) and \( S \) should be computed so that they can replace \( \mu \) and \( \Sigma \), as follows:

\[
\bar{X} = \frac{1}{n_0} \sum_{i=1}^{n_0} X_i
\]

and

\[
S = \frac{1}{n_0 - 1} \sum_{i=1}^{n} (X_i - \bar{X})(X_i - \bar{X})^T
\]

respectively. \( \bar{X} \) denotes the sample mean while \( S \) is a sample covariance matrix and they are independent. Hence, \( \hat{\gamma} \) is obtained as

\[
\hat{\gamma} = \left( \bar{X}^T S^{-1} \bar{X} \right)^{-\frac{1}{2}}
\]

A chart is set up by using the Phase-I data. If the target in-control MCV, \( \gamma_0 \), is unknown, then it can be estimated from the in-control \( \hat{\gamma}_0 \), which can be assumed
from the Phase-I data. Note that \( \hat{\gamma}_0 \) is computed based on the root mean square estimator

\[
\hat{\gamma}_0 = \sqrt{\frac{1}{m} \sum_{i=1}^{m} \hat{\gamma}^2_i}
\]  

(5)

where \( m \) and \( \hat{\gamma}^2_i \) are defined as the number of in-control multivariate samples from the Phase-I data used to estimate \( \gamma_0 \) and the squared \( i \)-th Phase-I sample MCV (for \( i = 1, 2, \ldots, m \)), respectively.

The cumulative distribution function (cdf) of the \( \hat{\gamma} \) is derived as [18]

\[
F_x(x|n_0, p, \delta) = 1 - F_F\left( \frac{n_x(n_x - p)}{(n_x - 1)p \xi^2} \right) | p, n_0 - p, \delta \),
\]  

(6)

where \( F_F( \cdot ) \) refers to the cdf of a non-central \( F \) distribution, together with \( p \) and \( n_0 - p \) degrees of freedom and non-centrality parameter \( \delta \), where \( p \) denotes the number of quality characteristics, where Eq. (6) can be only considered valid when \( n_0 > p \) as the degree of freedom for the non-central \( F \) distribution must be positive. The non-centrality parameter is obtained as \( \delta = \frac{n_0}{(\tau \epsilon)^2} \), where the shift size \( \tau = 1 \) (in-control process). The out-of-control MCV is computed as \( \gamma_1 = \tau \gamma_0 \), where \( \tau \neq 1 \). Consequently, the inverse cdf of \( \hat{\gamma} \) is [18]

\[
F_{\hat{\gamma}}^{-1}(\alpha|n_0, p, \delta) = \sqrt{\frac{n_x(n_x - p)}{(n_x - 1)p} \left[ \frac{1}{F_F^{-1}(1 - \alpha \mid p, n_0 - p, \delta)} \right]}
\]  

(7)

where \( F_F^{-1}( \cdot ) \) refers to the inverse cdf of a non-central \( F \) distribution with \( p \) and \( n_0 - p \) degrees of freedom and non-centrality parameter \( \delta \).

Since the distribution of \( \hat{\gamma} \) is skewed, the one-sided downward SH MCV chart for the downward MCV shifts is suggested [18]. Here, the SH\( D \) MCV chart contains the lower control limit (LCL). The LCL of the SH\( D \) MCV chart is specified with the Type-I error probability \( \alpha \). Then, the LCL can be obtained as

\[
\text{LCL} = F_{\hat{\gamma}}^{-1}(\alpha \mid n_x, p, \delta_0)
\]  

(8)

where \( \delta_0 = \frac{n_0}{\tau \epsilon} \) [18]. The probability for the SH\( D \) MCV chart for an out-of-control signal detection is given as \( A = \Pr(\hat{\gamma} < \text{LCL}) \).
The performance measures for the SHD MCV chart were adopted from Yeong, et al. [18]. Thus, the average run length (ARL) and out-of-control expected average run length (EARL) of the SHD MCV charts can be obtained as

\[
\text{ARL} = \frac{1}{A} \quad (9a)
\]

and

\[
\text{EARL}_1 = \int_{\tau_{\min}}^{\tau_{\max}} \text{ARL}_1 (LCL, I, n_0, \gamma_0, \tau) f_\tau (\tau) d\tau \quad (9b)
\]

Note that \( \delta_1 = \frac{n_0}{(\gamma_0)^2} \), where \( \tau \neq 1 \). Here, \( \tau = 1 \) will results in in-control ARL (ARL_0) while \( \tau \neq 1 \) results in out-of-control ARL (ARL_1). When \( \tau \neq 1 \), the values of \( 0 < \tau < 1 \) correspond to downward MCV shifts, respectively. For the EARL_1 computation using Eq. (9b), the in-control EARL (EARL_0) is set to be equal to ARL_0 and \( f_\tau (\tau) \) is the probability density function (pdf) of \( \tau \).

Additionally, \( \tau_{\min} \) and \( \tau_{\max} \) are the lower and upper bounds of \( \tau \), respectively.

3 The Downward VSSI MCV (VSSI_D MCV) Chart

The existing SHD MCV chart has a static sample size, \( n_0 \) and sampling interval, \( h_0 \). This chart consists of two regions and a border, i.e. the central and action regions with LCL. Different from the SHD MCV chart, the VSSI_D MCV chart contains three regions and two borders, i.e. the central, warning and action regions, with a lower warning limit (LWL) and LCL. The VSSI scheme can vary \( n_0 \) and \( h_0 \) to enhance the sensitivity of the SHD MCV chart for detecting small and moderate downward shifts. The sample size of the proposed chart can be differentiated between a small and large sample size, i.e. \( n_1 \) and \( n_2 \), where \( n_1 < ASS_0 < n_2 \) while the sampling interval can be differentiated between short and long sampling intervals, i.e. \( h_1 \) and \( h_2 \), where \( h_1 < ASI_0 < h_2 \). Note that \( ASS_0 \) denotes the in-control average sample size whereas \( ASI_0 \) refers to the in-control average sampling interval, where \( ASS_0 \) and \( ASI_0 \) of the VSSI_D MCV chart are equal to those of \( n_0 \) and \( h_0 \) of the SHD MCV chart for a fair statistical comparison. The VSSI_D MCV chart works as follows (Figure 1):

1. When the \( i \)-th sample MCV, \( \hat{y}_i \) plots in the central region, then the process is said to be in-control and no further action is required. Hence, \( n_1 \) and \( h_2 \) should be used to obtain the next sample MCV, \( \hat{y}_{i+1} \).
2. When \( \hat{y}_i \) plots in the warning region, then the process is said to be still in-control. However, there is a high possibility for it to go out-of-control. Hence, \( n_2 \) and \( h_1 \) should be used to compute \( \hat{y}_{i+1} \).
3. When \( \hat{\gamma}_l \) falls in the action region, the process is said to be out-of-control because of the presence of assignable causes. In this case, the practitioner should take corrective actions.

![Graphical view of the VSSI\( _0 \) MCV chart.](image)

In this paper, the lower control limit of the VSSI\( _0 \) MCV chart can be computed using Eq. (8), while the LWL is expressed as follows:

\[
LWL = F^{-1}_\gamma(\alpha'\mid n_0, p, \delta_0)
\]

where \( F^{-1}_\gamma(\cdot\mid n_0, p, \delta_0) \) is the inverse CDF of \( \hat{\gamma} \) and \( \delta_0 = \frac{n_0}{\gamma_0} \). Here, the \( \alpha' \) value is determined to satisfy the desired ATS\( _0 \) value based on the in-control process MCV and \( \alpha' > \alpha \).

The Markov chain approach was developed for the formula derivation of the ATS of the VSSID MCV chart. ATS is defined as the average amount of time for an out-of-control signal detection from time of a process shift occurrence. Here, the Markov-chain model of the VSSID MCV chart contains three states, i.e. the central, warning and action region. States 1 to 2 and 3 denote the transient states and absorbing state, respectively, as:

State 1: \( \hat{\gamma} \in [LWL, \infty) \)
State 2: \( \hat{\gamma} \in (LCL, LWL] \)
State 3: \( \hat{\gamma} \in (0, LCL) \).

The transition probabilities matrix (tpm), given a change \( \tau \) is given as:

\[
P^\tau = \begin{pmatrix}
P_{11}^\tau & P_{12}^\tau & P_{13}^\tau \\
P_{21}^\tau & P_{22}^\tau & P_{23}^\tau \\
P_{31}^\tau & P_{32}^\tau & P_{33}^\tau 
\end{pmatrix},
\]

where \( P_{jk}^\tau \) refers to the transition probability, which can be seen from the previous state \( j \) to the current state \( k \), when the MCV has a shift change \( \tau \). The transient states in matrix \( P^\tau \) in Eq. (11) are listed as follows:
\[ P_{11}^* = \Pr (\hat{\gamma} \geq \text{LWL} \mid n_1, p, \delta_{11}) = 1 - F_{\hat{\gamma}} (\text{LWL} \mid n_1, p, \delta_{11}) \]

\[ P_{12}^* = \Pr (\text{LCL} < \hat{\gamma} \leq \text{LWL} \mid n_1, p, \delta_{11}) \]

\[ = F_{\hat{\gamma}} (\text{LWL} \mid n_1, p, \delta_{11}) - F_{\hat{\gamma}} (\text{LCL} \mid n_1, p, \delta_{11}) \]  

(12a)

\[ P_{21}^* = \Pr (\hat{\gamma} \geq \text{LWL} \mid n_2, p, \delta_{12}) = 1 - F_{\hat{\gamma}} (\text{LWL} \mid n_2, p, \delta_{12}) \]

\[ P_{22}^* = \Pr (\text{LCL} < \hat{\gamma} \leq \text{LWL} \mid n_2, p, \delta_{12}) \]

\[ = F_{\hat{\gamma}} (\text{LWL} \mid n_2, p, \delta_{12}) - F_{\hat{\gamma}} (\text{LCL} \mid n_2, p, \delta_{12}) \]  

(12b)

Subsequently, the ATS of the VSS10 MCV charts can be computed as

\[ \text{ATS} = b^T (I - Q)^{-1} t \]  

(13)

\( I \) and \( Q \) are the identity and transient state transition probability matrices with \( 2 \times 2 \) dimension, respectively, whereas \( t^T = (h_2, h_1) \) is a sampling intervals vector. Subsequently, \( b^T = (b_2, b_1) \) represents the initial probability vector, satisfying \( b_1 + b_2 = 1 \). Here, \( b_1 \) and \( b_2 \) are the time spent proportions in the central and warning regions, respectively. Both \( b_1 \) and \( b_2 \) are obtained based on \( \tau = 1 \), where

\[ b_1 = \frac{1 - F_{\hat{\gamma}} (\text{LWL} \mid n_1, p, \delta_{11})}{1 - F_{\hat{\gamma}} (\text{LCL} \mid n_1, p, \delta_{11})} \]  

(14a)

\[ b_2 = \frac{F_{\hat{\gamma}} (\text{LWL} \mid n_2, p, \delta_{12}) - F_{\hat{\gamma}} (\text{LCL} \mid n_2, p, \delta_{12})}{1 - F_{\hat{\gamma}} (\text{LCL} \mid n_2, p, \delta_{12})} \]  

(14b)

subject to the specified values of \( \text{ASS}_0 \) and \( \text{ASI}_0 \), where

\[ \text{ASS}_0 = n_1 b_1 + n_2 b_2 \]  

(15a)

\[ \text{ASI}_0 = h_2 b_1 + h_1 b_2 \]  

(15b)

Generally, \( \tau \) must be specified when computing the ATS. The EATS can be applied to measure the chart’s performance when the exact value of \( \tau \) cannot be specified [19]. The in-control EATS (EATS0) value of the VSS10 MCV chart is set as \( \text{ATS}_0 \) value and the EATS1 value is obtained as

\[ \text{EATS}_1 = \int_{\tau_0}^{\tau_\infty} \text{ATS}_1 (\text{LCL}, \text{LWL}, n_1, n_2, h_1, h_2, \alpha, \alpha', \gamma, \tau) f_\tau (\tau) d\tau, \]  

(16)
The actual shape of $f_\tau(\tau)$ is hard to be fitted if there is no information on $f_\tau(\tau)$. In this circumstance, $\tau$ can be assumed to follow a uniform distribution over the interval $(\tau_{min}, \tau_{max})$. This distribution was adopted by most researchers, i.e. Chong, et al. [34], Khaw, et al. [19], etc. Here, a uniform distribution can be used if the random variable is uncertain, excluding its upper and lower bounds [35]. Castagliola, et al. [36] have suggested the interval $(\tau_{min}, \tau_{max}) = [0.5, 1]$ for the downward EWMA CV² chart.

The optimization procedure to compute the optimal parameter combinations $(n_1, n_2, h_2, \alpha')$ of the VSSI₀ MCV chart for minimizing the ATS₁ and EATS₁ values for detecting downward MCV shifts, $\tau$ and shift interval $(\tau_{min}, \tau_{max})$ were considered in this study. Note that $h_1$ is set as 0.1 and ATS₀ = 370. The $\alpha'$ parameter is used to obtain the LWL of the VSSI₀ MCV chart using Eq. (10).

The application of the optimization procedure is for

1. Min$_{(n_1, n_2, h_2, \alpha')}$ATS₁($\tau$), subject to constraint ATS₀ = 370, ASS₀ = $n_0$ and ASI₀ = $h_0$.

2. Min$_{(n_1, n_2, h_2, \alpha')}$EATS₁($\tau_{min}, \tau_{max}$), subject to constraint EATS₀ = 370, ASS₀ = $n_0$ and ASI₀ = $h_0$.

Subsequently, the procedure of optimization of the VSSI₀ MCV chart is given as

**Step 1:** Specify $n_0, h_0, h_1, p, \tau$ (for ATS₁($\tau$)) or $(\tau_{min}, \tau_{max})$ (for EATS₁($\tau_{min}, \tau_{max}$)).

**Step 2:** Let $n_1 = p + 1$ and $n_2 = n_0 + 1$.

**Step 3:** Compute $\alpha'$ using nonlinear equation solver, subject to constraint ATS₀=370. Then compute $\alpha'$ and $h_2$ using Eq. (17) and Eq. (18) listed as follows:

$$\alpha' = 1 - \frac{(n_2 - n_0)[1 - F_\tau(LCL[n_1, p, \delta_0])] + n_0 - n_1}{n_2 - n_1},$$

(17)

and

$$h_2 = \frac{h_0(n_2 - n_1) - h_1(n_0 - n_1)}{n_2 - n_0}.$$  

(18)

**Step 4:** Compute ATS₁($\tau$) value (or EATS₁($\tau_{min}, \tau_{max}$) value) using Eq. (13) (or Eq. (16)) with the optimal parameter combination $(n_1, n_2, h_2, \alpha')$ obtained from Steps 1 to 3.
Step 5: Let \( n_1 + 1 \) while retaining the same value of \( n_2 \).

Step 6: Repeat steps 3 to 5 until \( n_1 = n_0 - 1 \).

Step 7: Reset \( n_1 \) to \( p + 1 \) and let \( n_2 + 1 \).

Step 8: Repeat steps 3 to 7 until \( n_2 = 31 \). Here, \( n_2 = 31 \) can be viewed as a guideline. The practitioner will decide the maximum value of the sample size by depending on the characteristics of the process.

Step 9: Identify and select the parameter combination \((n_1, n_2, h_2, \alpha')\) that minimizes the \( \text{ATS}_1(\tau) \) value (or \( \text{EATS}_1(\tau_{\min}, \tau_{\max}) \) value) as the optimal parameter \((n_1, n_2, h_2, \alpha')\) combination.

4 Numerical Comparison

The existing SH\(_0\) MCV chart has \( h_0 = 1 \). Since \( \text{ATS} = h_0 \times \text{ARL} \), then \( \text{ATS} = \text{ARL} \) for the SH\(_0\) MCV chart. For a fair performance comparison with the existing SH\(_0\) MCV chart, the \( \text{ASI}_0(= h_0) \) of the VSSI\(_0\) MCV chart is specified as unity. In this study, the \((n_1, n_2)\) parameter combinations were varied to minimize the \( \text{ATS}_1 \) value, for detecting downward MCV shifts subject to constraints \( 3 \leq n_1 < n_0 \leq n_2 \leq 31 \) and \( 4 \leq n_1 < n_0 \leq n_2 \leq 31 \), for \( p = 2 \) and 3, respectively, where \( n_0 = 5 \) and 10 were considered. Note that these constraints were adopted from Yeong, *et al.* [18] and Khaw, *et al.* [19]. Thus, the computed \((n_1, n_2, h_1, h_2, \alpha, \alpha')\) parameter combinations using the aforementioned optimization procedure were varied to minimize the \( \text{ATS}_1 \) and \( \text{EATS}_1 \) values, for detecting downward MCV shifts, \( \tau \in \{0.5, 0.6, 0.7, 0.8, 0.9\} \) and \( (\tau_{\max}, \tau_{\min}) \in [0.5,1) \), where \( p \in \{2,3\}, n_0 \in \{5,10\} \) and \( \gamma_0 \in \{0.1, 0.3, 0.5\} \). We assume \( \text{ATS}_0 = 370 \).

Table 1 presents the optimal parameter \((n_1, n_2, h_2, \alpha')\) combinations of the VSSI\(_0\) MCV chart that minimize the \( \text{ATS}_1 \) and \( \text{EATS}_1 \) values, for \( \tau \in \{0.5, 0.6, 0.7, 0.8, 0.9\} \) and \( (\tau_{\max}, \tau_{\min}) \in [0.5,1) \), where \( p \in \{2,3\}, n_0 \in \{5,10\} \) and \( \gamma_0 \in \{0.1, 0.3, 0.5\} \). For example, from Table 1, to minimize the \( \text{ATS}_1 \) value for detecting downward MCV shift \( \tau = 0.5 \), when \( p = 2 \), \( n_0 = 5 \), \( h_1 = 0.1 \) and \( \gamma_0 = 0.1 \), the optimal parameter combination \((n_1, n_2, h_2, \alpha')\) is 3, 10, 1,360 and 0.2876. These optimal parameter combinations presented in Table 1 were used to compute the \( \text{ATS}_1 \) and \( \text{EATS}_1 \) values for the VSSI\(_0\) MCV chart in Table 2. Table 2 presents the \( \text{ATS}_1 \) and \( \text{EATS}_1 \) values for the VSSI\(_0\) MCV and SH\(_0\) MCV charts [18], for \( \tau \in \{0.5, 0.6, 0.7, 0.8, 0.9\} \) and \( (\tau_{\max}, \tau_{\min}) \in [0.5,1) \), where \( p \in \{2,3\}, n_0 \in \{5,10\} \) and \( \gamma_0 \in \{0.1, 0.3, 0.5\} \). In order to show the superior performance of the proposed chart, the downward variable sampling interval (VSI) and variable sample size (VSS) charts were included in the performance comparison by letting \( n_1 = n_2 = n_0 \) and \( h_1 = h_2 = h_0 \),
respectively. The VSSI₀ MCV chart outperformed the VSI₀ MCV, VSS₀ MCV and SH₀ MCV [18] charts, for detecting downward MCV shifts in terms of the ATS₁ and EATS₁ criteria. For instance, in Table 2, when \( p = 2, n₀ = 5, γ₀ = 0.3 \) and \( τ = 0.7 \), the VSSI₀ MCV, VSI₀ MCV, VSS₀ MCV and SH₀ MCV charts yielded \( ATS₁ = 15.68, 33.33, 18.12 \) and \( 135.30 \), respectively. Another example can be shown from Table 3, when \( p = 3, n₀ = 10, γ₀ = 0.1 \) and \((τ_{max}, τ_{min}) = [0.5, 1]\), the VSSI₀ MCV, VSI₀ MCV, VSS₀ MCV and SH₀ MCV charts yielded \( EATS₁ = 57.47, 61.74, 71.82 \) and \( 203.86 \), respectively. The results show that the VSSI₀ MCV charts yielded the best ATS₁ and EATS₁ values to detect small and moderate downward MCV shifts.

5 Example

The implementation of the VSSI₀ MCV chart is demonstrated with the dataset from Khatun, et al. [37]. The data deal with the measurements of a spring, i.e. spring inner diameter \( (X₁) \) and spring elasticity \( (X₂) \). The Phase-I data consist of \( m = 10 \) samples, each with \( n₀ = 5 \). Table 4 presents the Phase-I sample means, sample variances, and sample covariances. The Phase-I in-control sample MCV is assumed based on the root mean square method, expressed in Eq. (5) as

\[
\hat{\gamma} = \left( \frac{1}{10} \sum_{i=1}^{10} \gamma_i \right) = 0.001042.
\]

Consequently, the LCL of the SH₀ MCV chart [18] can be computed using Eq. (8) as follows:

\[
LCL = F_{\gamma}^{-1}(0.0027, 5, 0.001042^2) = 0.000129
\]

for the upward SH₀ MCV chart. Here, \( α \) is set as 0.0027 to satisfy \( ATS₀ = 370 \). Figure 2 shows the SH₀ MCV chart. The Phase-I process is declared in-control as all the \( \gamma_i \) are plotted above the LCL of the SH₀ MCV chart.

Suppose that a practitioner wants to find an unexpected decrease in MCV shifts of the process for the Phase-II process monitoring. The VSSI₀ MCV chart was designed to compute the ATS₁ for the downward MCV shift \( τ = 0.7 \). The optimal parameter \((n₁, n₂, h₁, h₂, α', α)\) combination for the VSSI₀ MCV chart is obtained using the aforementioned optimization procedure in Section 3 as

\( (n₁, n₂, h₁, h₂, α', α) = (4, 31, 0.1, 1.0346, 0.0396, 0.0027) \), subject to \( ATS₀ = 370 \). Subsequently, the LCL = 0.0001 and LWL = 0.0009 can be obtained using Eq. (8) and Eq. (10). Note that the pair \((n₁, h₂)\) is first considered since the initial probabilities obtained from Eq. (14a) and Eq. (14b) show that \( b₁ = 0.75 > b₂ = 0.25 \) for the VSSI₀ MCV chart. Thus, State 1 is used as the initial state.
Table 1  Optimal parameters \((n_1, n_2, h_2, \alpha')\) of VSSI\(_3\) MCV chart for minimizing ATS\(_1\) and EATS\(_1\) when \(p \in \{2, 3\}\), \(n_0 \in \{5, 10\}\), \(\gamma_0 \in \{0.1, 0.3, 0.5\}\), \(h_1 = 0.1\), \(\tau \in \{0.5, 0.6, 0.7, 0.8, 0.9\}\), \((\tau_{\text{max}}, \tau_{\text{min}}) = [0.5, 1)\) and ATS\(_0\) = 370.

<table>
<thead>
<tr>
<th>(\tau)</th>
<th>(p=2)</th>
<th>(p=3)</th>
</tr>
</thead>
<tbody>
<tr>
<td>(n_0 = 5)</td>
<td>(n_0 = 10)</td>
<td>(n_0 = 10)</td>
</tr>
<tr>
<td>(\gamma_0 = 0.1)</td>
<td>(\gamma_0 = 0.3)</td>
<td>(\gamma_0 = 0.5)</td>
</tr>
<tr>
<td>0.5</td>
<td>3.10, 1.360, 0.2876</td>
<td>3.39, 1.450, 0.3351</td>
</tr>
<tr>
<td>0.6</td>
<td>3.16, 1.164, 0.1561</td>
<td>3.16, 1.164, 0.1561</td>
</tr>
<tr>
<td>0.7</td>
<td>3.31, 1.069, 0.0739</td>
<td>3.31, 1.069, 0.0739</td>
</tr>
<tr>
<td>0.8</td>
<td>3.31, 1.069, 0.0739</td>
<td>3.31, 1.069, 0.0739</td>
</tr>
<tr>
<td>0.9</td>
<td>3.6, 2.800, 0.6676</td>
<td>3.6, 2.800, 0.6676</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>((\tau_{\text{max}}, \tau_{\text{min}}))</th>
<th>(\gamma_0 = 0.1)</th>
<th>(\gamma_0 = 0.3)</th>
<th>(\gamma_0 = 0.5)</th>
<th>(\gamma_0 = 0.1)</th>
<th>(\gamma_0 = 0.3)</th>
<th>(\gamma_0 = 0.5)</th>
</tr>
</thead>
<tbody>
<tr>
<td>([0.5, 1))</td>
<td>3.10, 1.360, 0.2876</td>
<td>3.39, 1.450, 0.3351</td>
<td>3.10, 1.360, 0.2876</td>
<td>4.12, 1.129, 0.1274</td>
<td>4.12, 1.129, 0.1274</td>
<td>4.13, 1.113, 0.1135</td>
</tr>
<tr>
<td>([0.5, 1))</td>
<td>3.31, 1.069, 0.0739</td>
<td>3.31, 1.069, 0.0739</td>
<td>3.31, 1.069, 0.0739</td>
<td>4.31, 1.035, 0.0396</td>
<td>4.31, 1.035, 0.0396</td>
<td>4.31, 1.035, 0.0396</td>
</tr>
</tbody>
</table>
Table 2  ATS₁ and EATS₁ values for VSSI₀ MCV and SH₀ MCV charts when \( p = 2 \), \( n₀ \in \{5, 10\} \), \( γ₀ \in \{0.1, 0.3, 0.5\} \), \( h₁ = 0.1 \), \( τ \in \{0.5, 0.6, 0.7, 0.8, 0.9\} \), \((τ_{\text{max}}, τ_{\text{min}}) = [0.5, 1]\) and ATS₀ = 370.

<table>
<thead>
<tr>
<th>( \tau )</th>
<th>VSSI₀ MCV</th>
<th>SH₀ MCV</th>
<th>VSSI₀ MCV</th>
<th>SH₀ MCV</th>
</tr>
</thead>
<tbody>
<tr>
<td>( n₀ = 5 )</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.5</td>
<td>2.56</td>
<td>2.60</td>
<td>2.84</td>
<td>4.69</td>
</tr>
<tr>
<td>0.6</td>
<td>5.41</td>
<td>5.59</td>
<td>6.70</td>
<td>7.11</td>
</tr>
<tr>
<td>0.7</td>
<td>15.52</td>
<td>16.68</td>
<td>19.89</td>
<td>17.71</td>
</tr>
<tr>
<td>0.8</td>
<td>80.80</td>
<td>81.93</td>
<td>98.25</td>
<td>83.49</td>
</tr>
<tr>
<td>0.9</td>
<td>203.13</td>
<td>204.42</td>
<td>214.12</td>
<td>227.32</td>
</tr>
<tr>
<td>( n₀ = 10 )</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.5</td>
<td>1.18</td>
<td>1.19</td>
<td>1.22</td>
<td>2.02</td>
</tr>
<tr>
<td>0.6</td>
<td>1.58</td>
<td>1.62</td>
<td>1.71</td>
<td>2.74</td>
</tr>
<tr>
<td>0.7</td>
<td>3.12</td>
<td>3.18</td>
<td>3.78</td>
<td>5.86</td>
</tr>
<tr>
<td>0.8</td>
<td>16.70</td>
<td>17.28</td>
<td>20.17</td>
<td>26.15</td>
</tr>
<tr>
<td>0.9</td>
<td>88.68</td>
<td>90.43</td>
<td>98.72</td>
<td>147.58</td>
</tr>
<tr>
<td>( (τ_{\text{max}}, τ_{\text{min}}) )</td>
<td>VSSI₀ MCV</td>
<td>SH₀ MCV</td>
<td>VSSI₀ MCV</td>
<td>SH₀ MCV</td>
</tr>
<tr>
<td>---</td>
<td>---</td>
<td>---</td>
<td>---</td>
<td>---</td>
</tr>
<tr>
<td>( n₀ = 5 )</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.5</td>
<td>100.69</td>
<td>102.10</td>
<td>107.49</td>
<td>108.33</td>
</tr>
<tr>
<td>( n₀ = 10 )</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.5</td>
<td>52.60</td>
<td>53.40</td>
<td>55.85</td>
<td>72.23</td>
</tr>
</tbody>
</table>
Table 3  \( \text{ATS}_1 \) and \( \text{EATS}_1 \) values for VSSI \( D \) MCV and SH\( D \) MCV charts when \( p = 3, n_0 \in \{5,10\}, \gamma_0 \in \{0.1,0.3,0.5\}, h_1 = 0.1, \tau \in \{0.5,0.6,0.7,0.8,0.9\}, (\tau_{\max}, \tau_{\min}) = [0.5,1) \) and \( \text{ATS}_0 = 370 \).

<table>
<thead>
<tr>
<th>( \tau )</th>
<th>( n_0 = 5 )</th>
<th>( n_0 = 10 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \gamma_0 = 0.1 )</td>
<td>( \gamma_0 = 0.3 )</td>
<td>( \gamma_0 = 0.5 )</td>
</tr>
<tr>
<td>VSSI ( D ) MCV</td>
<td>VSSI ( D ) MCV</td>
<td>VSSI ( D ) MCV</td>
</tr>
<tr>
<td>0.5</td>
<td>5.24</td>
<td>5.42</td>
</tr>
<tr>
<td>0.6</td>
<td>12.79</td>
<td>13.29</td>
</tr>
<tr>
<td>0.7</td>
<td>37.64</td>
<td>38.57</td>
</tr>
<tr>
<td>0.8</td>
<td>142.73</td>
<td>145.04</td>
</tr>
<tr>
<td>0.9</td>
<td>259.18</td>
<td>260.56</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>( \tau_{\max}, \tau_{\min} )</th>
<th>( n_0 = 5 )</th>
<th>( n_0 = 10 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \gamma_0 = 0.1 )</td>
<td>( \gamma_0 = 0.3 )</td>
<td>( \gamma_0 = 0.5 )</td>
</tr>
<tr>
<td>VSSI ( D ) MCV</td>
<td>VSSI ( D ) MCV</td>
<td>VSSI ( D ) MCV</td>
</tr>
<tr>
<td>(0.5,1)</td>
<td>131.83</td>
<td>132.74</td>
</tr>
<tr>
<td>(0.5,1)</td>
<td>57.47</td>
<td>58.39</td>
</tr>
</tbody>
</table>
### Table 4  Phase-I data.

<table>
<thead>
<tr>
<th>Sample number ((i))</th>
<th>Spring inner diameter ((X_{1i}))</th>
<th>Spring elasticity ((X_{2i}))</th>
<th>(s^2_{1i})</th>
<th>(s^2_{2i})</th>
<th>(S_{12i})</th>
<th>(\hat{y}_i)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>28.24</td>
<td>45.93</td>
<td>0.0044</td>
<td>0.0484</td>
<td>-0.0127</td>
<td>0.0008</td>
</tr>
<tr>
<td>2</td>
<td>28.33</td>
<td>45.88</td>
<td>0.0118</td>
<td>0.0029</td>
<td>-0.0022</td>
<td>0.0009</td>
</tr>
<tr>
<td>3</td>
<td>28.31</td>
<td>45.69</td>
<td>0.0016</td>
<td>0.0169</td>
<td>-0.0036</td>
<td>0.0007</td>
</tr>
<tr>
<td>4</td>
<td>28.26</td>
<td>45.89</td>
<td>0.0006</td>
<td>0.0118</td>
<td>0.0007</td>
<td>0.0008</td>
</tr>
<tr>
<td>5</td>
<td>28.31</td>
<td>45.84</td>
<td>0.0011</td>
<td>0.0222</td>
<td>-0.0003</td>
<td>0.0011</td>
</tr>
<tr>
<td>6</td>
<td>28.28</td>
<td>45.89</td>
<td>0.0034</td>
<td>0.0134</td>
<td>-0.0063</td>
<td>0.0004</td>
</tr>
<tr>
<td>7</td>
<td>28.33</td>
<td>45.78</td>
<td>0.0040</td>
<td>0.0071</td>
<td>-0.0036</td>
<td>0.0008</td>
</tr>
<tr>
<td>8</td>
<td>28.31</td>
<td>45.78</td>
<td>0.0025</td>
<td>0.0081</td>
<td>0.0009</td>
<td>0.0014</td>
</tr>
<tr>
<td>9</td>
<td>28.32</td>
<td>45.80</td>
<td>0.0027</td>
<td>0.0492</td>
<td>0.0070</td>
<td>0.0017</td>
</tr>
<tr>
<td>10</td>
<td>28.32</td>
<td>45.80</td>
<td>0.0009</td>
<td>0.0077</td>
<td>0.0017</td>
<td>0.0010</td>
</tr>
</tbody>
</table>

**Figure 2**  \(SHD\) MCV chart for the Phase-I process.

Figure 3 presents the VSSI\(D\) MCV chart. In Table 5, the VSSI\(D\) MCV chart does not detect any out-of-control signal. However, the processing time has been shortened to 6.61 hours (or equivalently 6 hours 37 minutes) instead of 10 hours. Conversely, when the out-of-control signals are detected, the practitioner should look into the underlying process for identifying the assignable cause(s). After that, immediate corrective action should be taken to revert the out-of-control process to the normal condition.
Table 5  Phase-II data.

<table>
<thead>
<tr>
<th>Sample number ( (i) )</th>
<th>Sample means</th>
<th>Sample variances and covariances</th>
<th>( \hat{y}_i )</th>
<th>( n_i ) ((or : n_1))</th>
<th>( h_i ) ((or : h_2))</th>
<th>Cumulative time (in hours)</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \bar{X}_{1i} )</td>
<td>( X_{2i} )</td>
<td>( S_{11}^2 ) ( S_{12}^2 ) ( S_{22}^2 )</td>
<td>( h_1 )</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>28.27</td>
<td>45.83</td>
<td>0.0075</td>
<td>0.0695</td>
<td>-0.0207</td>
<td>0.0009</td>
</tr>
<tr>
<td>2</td>
<td>28.30</td>
<td>45.83</td>
<td>0.0018</td>
<td>0.0136</td>
<td>-0.0044</td>
<td>0.0004</td>
</tr>
<tr>
<td>3</td>
<td>28.34</td>
<td>45.75</td>
<td>0.0004</td>
<td>0.0154</td>
<td>0.0010</td>
<td>0.0007</td>
</tr>
<tr>
<td>4</td>
<td>28.29</td>
<td>45.84</td>
<td>0.0055</td>
<td>0.0291</td>
<td>-0.0099</td>
<td>0.0013</td>
</tr>
<tr>
<td>5</td>
<td>28.25</td>
<td>45.92</td>
<td>0.0013</td>
<td>0.0472</td>
<td>0.0012</td>
<td>0.0013</td>
</tr>
<tr>
<td>6</td>
<td>28.30</td>
<td>45.80</td>
<td>0.0032</td>
<td>0.0160</td>
<td>-0.0066</td>
<td>0.0004</td>
</tr>
<tr>
<td>7</td>
<td>28.32</td>
<td>45.89</td>
<td>0.0061</td>
<td>0.0122</td>
<td>-0.0023</td>
<td>0.0016</td>
</tr>
<tr>
<td>8</td>
<td>28.25</td>
<td>45.88</td>
<td>0.0003</td>
<td>0.0193</td>
<td>-0.0017</td>
<td>0.0004</td>
</tr>
<tr>
<td>9</td>
<td>28.27</td>
<td>45.84</td>
<td>0.0074</td>
<td>0.0111</td>
<td>0.0020</td>
<td>0.0021</td>
</tr>
<tr>
<td>10</td>
<td>28.25</td>
<td>45.95</td>
<td>0.0052</td>
<td>0.0337</td>
<td>-0.0119</td>
<td>0.0007</td>
</tr>
</tbody>
</table>

Figure 3  VSSID MCV chart for the Phase-II process.

6 Conclusion

A one-sided VSSID MCV chart was proposed to monitor the downward MCV shifts in terms of the ATS\(_1\) and EATS\(_1\) criteria. In the existing literature, the existing VSSID MCV chart only monitors upward MCV shifts. In certain scenarios, the detection of downward MCV shifts is very important as it shows process improvement. This research circumvents this problem by proposing a one-sided VSSID\(_D\) MCV chart. Additionally, the proposed one-sided chart is also
able to circumvent biased ATS and EATS performances. The VSSI D MCV chart outperforms the SH D MCV chart in detecting small and moderate downward MCV shifts in terms of the ATS1 and EATS1 criteria. The application of the proposed chart was illustrated using an example with a real dataset. The one-sided VSSI D MCV chart is flexible in allows the n and h parameters to be varied by referring to the current process quality. This flexibility is able to increase the effectiveness of the process monitoring system and save production costs at the same time. In future research, the design of the one-sided VSSI D MCV chart can be further extended with measurement errors as well as estimated process parameters.
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