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Abstract. The outbreak of Covid-19 has caused a global health crisis, presenting numerous challenges to the healthcare system with its severe respiratory symptoms and variable presentation. Early and accurate diagnosis of the virus is critical in controlling its spread and reducing the burden on healthcare facilities. To address this issue and relieve the strain on the healthcare system, this paper proposes a machine learning-based approach for Covid-19 diagnosis. Four algorithms were used for analyzing early Covid-19 detection, i.e., logistic regression, random forest, decision tree, and naive Bayes, using a data set of basic symptoms such as fever, shortness of breath, etc. for predicting positive and negative Covid-19 cases. Furthermore, development of a web portal that provides information on global vaccine distribution and the most widely used vaccines by country along with Covid-19 predictions. Our evaluation results demonstrate that the decision tree model outperformed the other models, achieving an accuracy of 97.69%. This study provides a practical solution to the ongoing Covid-19 crisis through an improved diagnosis method and access to vaccination information.
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1 Introduction

Covid-19 is a highly contagious respiratory illness caused by a novel coronavirus. The first instance of the disease was reported in Wuhan, China in December 2019, and the virus is believed to have originated from bats [1]. The virus is highly contagious and has led to a global pandemic, with the virus being transmitted easily through airborne particles exhaled by infected individuals, especially when in close proximity for extended periods as well as through touching contaminated surfaces. Additionally, individuals can spread the virus before showing symptoms, making early detection and prevention crucial. The most common symptoms include cold, cough, fever, and shortness of breath, with older adults being most at risk. Currently, there is no cure for Covid-19, and vaccinations are being developed to curb its spread. The quick spread of the virus has resulted in a lack or delay of diagnosis kits, which has exposed patients, healthcare workers
as well as many others in the healthcare sector to the virus. This poses a great threat to populations all over the world.

In recent years, machine learning algorithms have been applied to many different fields to tackle various problems, such as medical diagnosis, treatment prediction, and drug discovery [2]. Machine learning algorithms in particular have shown remarkable performance in the early diagnosis and prediction of Covid-19, enabling early intervention and prevention of the spread of this disease [3]. Numerous research works have been done since the outbreak of Covid-19 using various AI techniques to detect and predict Covid-19 cases. For example, [4] tried to determine the most suitable algorithm for the early detection of Covid-19 based on extensive clinical data. Reference [5] developed a technique based on machine learning to detect the most vital and noteworthy clinical symptoms that can anticipate cases of Covid-19 that are truly positive. Reference [6] proposed a new prediction method for Covid-19 based on artificial intelligence, aimed at accurately predicting outbreaks and the spread of the virus. Although several predictive prognostic models have been proposed for the early detection of individuals at high risk of Covid-19 mortality, a major gap remains in examining the accuracy and reliability of using machine learning algorithms to improve patient categorization and predict Covid-19 cases. This study sought to fill this gap by evaluating the accuracy and effectiveness of four different machine learning algorithms in diagnosing and predicting Covid-19 cases. This study used a data set of Covid-19 patients to extract features, identify symptoms, and develop models to predict Covid-19 cases. The accuracy of these models was then evaluated using statistical measures such as area under the curve (AUC), precision, recall, and F1 score.

The results of this study have the potential to have a significant impact on the healthcare sector by improving the accuracy and reliability of Covid-19 diagnosis and prediction. This could help healthcare workers make better decisions regarding patient treatment and management as well as assist in controlling the spread of the virus. The findings of this study may also serve as a foundation for future research on using machine learning algorithms in diagnosing and predicting other diseases. This study makes several significant contributions. Firstly, it focused on the extraction of features from a data set consisting of Covid-19 patients with the aim of developing models that can accurately predict Covid-19 cases. Secondly, the method identifies and examines the various symptoms exhibited by Covid patients, employing four distinct machine learning approaches for analysis. Thirdly, it developed a machine learning model specifically designed for predicting Covid-19 patients. Additionally, it evaluated the effectiveness of four different machine learning algorithms in the diagnosis and prediction of Covid-19 cases. Finally, the authors conducted a thorough statistical analysis to assess the accuracy of the machine learning models, with
precision, recall, and F-measure values as evaluation metrics. These contributions collectively enhance Covid-19 prediction and diagnosis, providing valuable insight for future research in the field.

The rest of this paper is organized as follows: related works and their limitations are discussed in Section 2, the methodology used in this study is described in Section 3, the data set analysis is presented in Section 4, the results of the experiments are presented in Section 5, data visualization of vaccination data is discussed in Section 6, the findings and their potential impact on the early detection and prediction of Covid-19 are discussed in Section 7, and finally, conclusions and recommendations for future research are presented in Section 8.

2 Related Work

A great deal of research work has been done since the outbreak of the pandemic to detect and predict Covid-19 cases using various AI (artificial-intelligence) techniques. Reference [4] tried to determine the most suitable algorithm for the early detection of Covid-19 based on extensive clinical data. Reference [5] developed a technique based on machine learning to detect the most important and noteworthy clinical symptoms to anticipate cases of Covid-19 that are truly positive. Reference [6] proposed a new prediction method for Covid-19 based on artificial intelligence, aimed at accurately predicting outbreaks and the spread of the virus. In [7], an epidemiological data set was considered and supervised machine learning models were used for the prediction of Covid infection; a data set from Mexico was used and a model was developed using five different algorithms. In [8], an ML model to recognize early-stage symptoms of coronavirus (Covid-19) infected patients. The features considered in this model were age, gender, fever, cough, and lung infection. Several algorithms were developed. The data was grouped according to the age factor, where the XGBoost algorithm showed the highest accuracy.

In [9], considering an epidemiological data set of Covid patients in South Korea, predictive data processing models of the recovery of people infected with Covid-19 were developed. The model predicted the minimum and maximum number of days for Covid patients to recover from the virus. It also predicted the age group of people who have less or more chance to recover from the disease. Reference [10], modified SEIR and AI prediction of the epidemic trend of Covid in China under public health interventions. This model was more accurate in predicting Covid peaks and outbreak size. Population movement data and epidemiological data were combined together into the SEIR Model to derive the Covid curve. Different machine learning (ML) techniques were used to train data to predict Covid outbreaks. With this approach, the clinical severity of Covid-19 was estimated based on the transmission dynamics in Wuhan, China. The different
models developed estimate the probability of dying after developing symptoms of Covid-19 in Wuhan using public and published information.

The study reported in Reference [11] started with examining and analyzing the susceptible-infected-recovered (SIR) model, which is widely used for estimating the number of Covid-19 cases. In [12], a comprehensive parametric model was developed to evaluate and predict the impact of priority and age-specific vaccination policies and non-pharmacological policies. This model includes sub-models for susceptible, suspicious, infected, hospitalized, intensive care, intubated, recovered, and deceased patients, which incorporate these policies. Reference [13] developed a policy-making algorithm that utilizes artificial intelligence to generate phased reopening policies for schools. The algorithm aimed to optimize attendance while minimizing pandemic casualties, even in worst-case scenarios with significant uncertainties. Some more references related to the detection and prediction of Covid-19 can be found in [14–19].

3 Methodology

In this section, we will first discuss the methodology used in this work and then describe the tools.

3.1 Architecture

This work used machine learning models to analyze and predict Covid-19 symptoms at an early stage. Figure 1 presents the methodology that was followed in this work. Using the training data from the specified data set, we trained four machine learning (ML) algorithms.

![Figure 1: Proposed methodology.](image-url)
3.2 Description of the Tool

The main objective of this work was to develop a web-based interactive tool. Figure 2 presents the dashboard architecture. The main strategy was to make the dashboard user-friendly for the users of this application. Using a machine learning approach to predict if a patient is Covid positive or negative helps to reduce the burden on healthcare workers and the healthcare system. The data visualization technique used in this application is related to vaccination data. This data visualization helps the user to know more details on different kinds of vaccines used all over the world, the number of people who have been vaccinated per day, and the country that ranks first in getting its people vaccinated. The front end of the tool was designed using FLASK technology, which is a Python framework. Some of snapshots of the tool are shown in Figure 3.

![Dashboard architecture](image)

Figure 2 Dashboard architecture.
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Figure 3  Snapshots of the tools.
4 Analysis of Covid-19 Data Set

4.1 Data Cleaning and Pre-Processing

The data set that was utilized for the prediction of Covid-19 disease was taken from the GitHub repository. The data set was a continuous data set and was therefore well suited for regression analysis as it needs to make predictions based on continuous dependent variables from several independent ones. The relation between dependent and independent variables can be defined by the coefficient of both variables in a regression mathematical statement. The mutual information method was used for feature selection. We used the mutual information score to measure the relevance of each feature to the target variable [20]. We then selected the top features based on their scores [21]. We used the following features: age, gender, and the following medical features: cough, fever, sore throat, shortness of breath, headache, diabetics, asthma, and sinusitis. The data set encoded ‘0’ for negative results and ‘1’ for positive results.

The original data set contained a gender string. For the purpose of this work, it was converted into integers (0,1). The original data set was encoded with ‘0’ and ‘1’ for clinical values, ‘0’ indicating the absence of symptoms and ‘1’ indicating the presence of symptoms. The data set also had a value ‘NONE’, which also indicated the absence of symptoms. For the purpose of this work, it was replaced with ‘0’. The gender field also considered ‘NONE’, which was randomly replaced with ‘male’ and ‘female’.

The age field only contained ‘yes’ and ‘no’, where ‘yes’ stood for people above the age of 60 and ‘no’ stood for people below the age of 60. This field also had ‘NONE’, which was randomly replaced with ‘yes’ and ‘no’ values. The date field and the test indication field from the data set were removed as no work was done using the date field. There were no missing values in the data set. Lastly, we produced the final data set, which had the following features: age, gender, cough, fever, shortness in breath, sore throat, corona results, other problems (diabetics, asthma, sinusitis).

4.2 Dataset

Table 1 presents the features that were considered for building the machine learning model to predict Covid-19. These features are crucial for analyzing and predicting Covid-19 cases. The features were categorized into two types: string and Boolean. The string features were gender, or sex, and test indication. The Boolean features were age group, high fever, dry cough, sore throat, shortness of breath, and headache.
4.3 Evaluation Criteria Used for Comparison of Different Models

The various parameters considered for evaluation purposes in the different models used were the following.

4.3.1 Precision

Precision is a recognized way of finding an assessment metric when there is extreme positivity about the prediction. It is calculated by measuring the ratio of predicted positives that are true positives. Therefore, it depends on true positive values and false positive values. Precision is calculated as given by Eq. (1):

\[
\text{Precision} = \frac{TP}{TP + FP}
\]  

(1)

4.3.2 Recall

Recall was also considered as an evaluation criterion in this work, i.e., allowable decision on the metric when there is an actual need to identify the number of positives that can be expected. This shows us the proportion of real positives that are correctly and accurately classified. The numbers of real positives and false negatives are used to measure recall. Recall is calculated as given in Eq. (2):

\[
\text{Recall} = \frac{TP}{TP + FN}
\]  

(2)

4.3.3 F1 Score

The F1 score balances the consonance between the precision values obtained and the recall values obtained for the classification. The F1 score lies between the range of 0 and 1 and is compatible with the precision and recall values. The F1 score is calculated as given in Eq. (3):

\[
\text{F1 Score} = 2 \times \frac{\text{Precision} \times \text{Recall}}{\text{Precision} + \text{Recall}}
\]  

(3)
\[ F_1 = 2 \frac{\text{Precision} \times \text{Recall}}{\text{Precision} + \text{Recall}} \] (3)

### 4.3.4 Area Under the Curve (AUC)

AUC and ROC were used to measure the performance for the classification models using various threshold settings. The probability was measured by ROC while AUC measured the degree of separability. If the value of AUC is higher, the model is better at predicting the classes, i.e., it predicts the classes of ‘0’ as 0 and classes of ‘1’ as 1. True positive rate is the only range of true values that are utilized. The AUC was calculated as given in Eq. (4).

\[
\text{Sensitivity} = \text{TPR(True Positive Rate)} = \text{Recall}
\] (4)

### 5 Experiment Using Different Methodology

#### 5.1 Logistic Regression

The most popular machine learning algorithm amongst the supervised machine learning techniques is the logistic regression algorithm. Given a set of independent variables, categorical dependent variables can be easily predicted using this technique. A categorical variable is usually discrete in nature and its output can easily be predicted. The output of this contains a Boolean value, which can be either ‘yes’ or ‘no’, ‘0’ or ‘1’, ‘true’ or ‘false’, etc., but this does not give an exact value of 0 or 1. Rather, the output obtained will be the probability of the data being between 0 and 1. The only difference between logistic regression and linear regression is that the linear regression model is used only for solving regression problems while the logistic regression model is used for solving classification or categorical problems. The function produced in logistic regression is S shaped, i.e., a sigmoid function, which is used as a fitting curve whose output lies between 0 and 1.

Logistic regression is calculated as given in Eq. (5):

\[
f(x) = \frac{1}{1+e^{-x}}
\] (5)

For the developed logistic regression model, we obtained an accuracy of 96.33%, followed by precision, recall, F1 score with 96.05%, 99.73% and 97.86%, respectively.

Figures 4 and 5 show a pictorial representation of the above-mentioned values:
5.2 Decision Tree

Decision tree is one of the machine learning algorithms that belong to the family of supervised machine learning algorithms. The decision tree technique is used to partition activities where a tree is constructed by portioning the data set into smaller units. The data set is divided into smaller or minute chunks until each partition or smaller chunk is clean as well. Classification of the data depends on the type or format of the data being used.

Decision tree algorithms can be used for classification and data regression problems. The technique uses a tree-like representation; this tree format consists of leaf nodes that correspond to a group of attributes and branches that correspond to a value. The technique is developed in an iterative manner. Statistical properties measure how well the given attribute divides the training data set, which is known as information gain. The attribute that has high information gain can split the training data to improve the accuracy.

For the developed decision tree model, we obtained an accuracy of 96.98%, followed by precision, recall, F1 score at 96.17%, 99.71% and 97.91% respectively.

Figures 6 and 7 show a pictorial representation of the above-mentioned values:
Random Forest

Random forest is another machine learning algorithm that is flexible and easy to use. Random forest is a combination of both regression as well as classification techniques, which has the capacity to train similar size data sets called bootstraps, and finally put them together for a more accurate result. Re-sampling of the data set enables us to create the bootstraps. The performance of random forest is much better than a single tree. Random forest works with large data sets with greater and better accuracy. For the developed random forest model, we obtained an accuracy of 96.36%, followed by precision, recall, F1 score with 95.73%, 99.88% and 97.76%, respectively.

Figures 8 and 9 show a pictorial representation of the above-mentioned values.
5.4 Naïve Bayes

Another machine learning algorithm considered in this work was the naïve Bayes algorithm, which is used on tasks or work based on classification learning. The tasks performed are ones in which occurrences of the data set are separated based on features. The naïve Bayes model is based on Bayes’ theorem and is probabilistic in nature. The mathematical equation involved in naïve Bayes is:

\[
P(A|C) = \frac{P(C|B)P(B)}{P(C)}
\]  (6)

For the developed naïve Bayes model, we obtained an accuracy of 94.32%, followed by precision, recall, F1 score with 96.27%, 99.30% and 97.76%, respectively.

6 Data Visualization for Vaccination Data

Figures 10 and 11 show a pictorial representation of the above-mentioned values:

![Figure 10](image1.png) **Figure 10** Values of evaluation criteria for naïve Bayes.

![Figure 11](image2.png) **Figure 11** ROC curve for naïve Bayes.

Data visualization using machine learning plays an important role in understanding how the data is used for a specific machine learning model, which helps in analyzing the data. With a huge amount of data available, taking useful information from the available data will help people in getting clear insight into different areas. Data visualization using machine learning gives a high-level statistical overview on the data and its attributes. In this work, data analysis and visualization were done for the available data.

Figures 12-14 display the results obtained from the vaccination data [December 2020-July 2021].
Figure 12  Number of vaccinated people across the world.

Figure 13  Number of vaccinated people across the world.

Figure 14  Countries using different vaccines.
7 Results and Discussion

Early-stage diagnosis and precautionary measures of Covid-19 disease are helpful in reducing the huge burden on the health, healthcare, and economic sectors in different parts of the world. This can be done by diagnosing coronavirus tested patients (positive-tested patients). In this work, decision tree, logistic regression, naïve Bayes, and random forest algorithms were used for prediction of Covid-19 infection.

The data set that was considered, which contained positive as well as negative Covid cases, was divided into training and testing sets. The developed models were trained with 80% of the data and tested with the remaining 20% of the data. Four different types of models were developed and trained using different machine learning (ML) approaches to predict whether patients were infected with Covid or not.

The models were assessed using a performance evaluation metric and also the precision, recall and F1 score values were determined to evaluate their efficiency and performance. Table 2 illustrates the final outcome produced by all four algorithms.

<table>
<thead>
<tr>
<th>SL NO.</th>
<th>Model</th>
<th>Accuracy</th>
<th>Precision</th>
<th>Recall</th>
<th>F-Measure</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Decision tree</td>
<td>96.98</td>
<td>96.17</td>
<td>99.71</td>
<td>97.91</td>
</tr>
<tr>
<td>2</td>
<td>Logistic regression</td>
<td>96.33</td>
<td>96.05</td>
<td>99.73</td>
<td>97.86</td>
</tr>
<tr>
<td>3</td>
<td>Random forest</td>
<td>96.36</td>
<td>95.73</td>
<td>99.88</td>
<td>97.76</td>
</tr>
<tr>
<td>4</td>
<td>Naïve Bayes</td>
<td>94.32</td>
<td>96.27</td>
<td>97.30</td>
<td>97.76</td>
</tr>
</tbody>
</table>

Among the different models developed, the model developed with decision tree was the best model, with an accuracy of 96.98% when compared with the other three models (logistic regression, naïve Bayes, and random forest), which had an accuracy of 96.33%, 94.32%, and 96.36%, respectively.

8 Conclusion

Covid-19 cases are rapidly increasing, which constitutes a great threat to global health. The major key to stop the pandemic and the spread of the virus is to identify the affected individuals as early as possible. Machine learning algorithms provide good and efficient results that can be applied to the current situation (Covid-19 situation). We developed a web-based interactive tool that shows visualizations of global vaccination data. In the future, we would like to make
this website available to the public with the statistics dynamically updated according to the latest data available.
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