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Abstract. The Indonesian government provided various social assistance
programs to local governments during Covid-19. One of the difficulties for the
local governments in determining candidates for social aid is ensuring that the
number of candidates is in balance with the available quota. Therefore, the local
governments must select the most eligible candidates. This study proposes a
priority model that can provide recommendations for candidates who meet the
criteria for social assistance. The six parameters used in this study were: number
of dependents, occupation, income, age, Covid status, and citizen status. The
model operates in two stages, namely classification followed by ranking. The
classification stage is conducted using a decision tree, while the ranking stage is
performed conducted using the Analytical Hierarchy Process (AHP) algorithm.
The decision tree separates two classes, namely, eligible and non-eligible. In
addition, the classification process is also used to determine the dominant
attributes and played a role in the modeling. The proposed model generates a list
of the most eligible candidates based on our research. These are sorted by weight
from greatest to most eligible using five dominant parameters: number of
dependents, income, age, Covid status, and citizen status.

Keywords: analytical hierarchy process; classification; decision tree; ranking; social
aid.

1 Introduction

The Indonesian government provided various social assistance programs during
the Covid-19 pandemic through the Jaring Pengaman Sosial. These various
programs are aimed at helping people who are affected by the pandemic [1,2].
Local governments can apply for social aid funds. The number of candidates and
the type of aid provided by a local government is in accordance with the needs
proposed by the local government in question. Furthermore, the local government
will distribute it according to what has been proposed beforehand. One of the
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difficulties of local governments is prioritizing eligible candidates who genuinely
need the aid, considering the limited quota provided, as the number of candidates
will keep increasing while the quota remains same. This growing imbalance
necessitates the local governments to select the most eligible candidates [3]. To
overcome this problem, our proposed model processes the candidates’ data in two
stages, namely classification followed by ranking. The classification stage is used
to divide the candidates into two classes, namely eligible (class A) and not
eligible (class B). In addition, this stage also identifies the dominant parameters
in the model of social aid distribution. Only the data and dominant parameters of
class A are classified and processed in the ranking stage to obtain the
recommended candidates. Thus, candidates who most need social aid will receive
priority. Based on field experience, this study aimed to explore the utility of the
C4.5 decision tree and Analytical Hierarchy Process (AHP) algorithms. Decision
tree is used to classify the candidates, while AHP is used to produce the most
eligible candidates. In previous works, decision tree has resulted in accuracy
above 80% in the process of selecting dominant features in the health sector,
[4,5], classification in the social field [6-8], diagnosis of diabetes [9], and some
other fields [10,11].

Previous research on candidates for social aid, humanitarian aid, and scholarships
have been widely carried out using various methods. In education, several studies
have also produced good models, especially related to scholarships. Reference
[12] discusses prospective university scholarship recipients using the Technique
For Others Reference by Similarity to Ideal Solution (TOPSIS) and product
weight. The recommendation system for Bidik Misi scholarship candidates was
developed using the Mamdani Fuzzy Inference System with the EIbow method,
K-means clustering, and Pearson’s correlation [13]. Reference [14] was
conducted to determine the priority of livelihood activities towards poverty
reduction in developing countries. Reference [15] also conducted research to
provide candidates for Movement for Foster Parents scholarships with three
methods, namely AHP, Support Vector Machine (SVM), and TOPSIS, which
also gives a ranked recommendation. However, these studies only used ranking
and did not carry out classification. Reference [13] was improved by [16,17] to
increase its accuracy using a combination of Backpropagation, Mamdani FIS
with the Elbow method, K-means clustering, and Pearson’s correlation. The
parameters used in the research above were grouped into economic status and
academic status. The three studies implemented classification and ranking,
achieving very good accuracy but they used all existing parameters, which could
result in biased or invalid results [18].

The purpose of the present study was to develop a candidate prioritization model
for social aid distribution due to the COVID-19 pandemic. The parameters to be



84 Saucha Diwandari, et al.

used to generate the model were selected, meaning that these parameters are
dominant or play an important role in the model.

2 Material and Method

The research data were primary data provided by the local government of
Sukoharjo, Ngaglik, Sleman, Daerah Istimewa Yogyakarta, Indonesia. The
number of data obtained in this study was 550 data, divided into 215 data in class
A and 335 data in class B. The parameters used in this study were in accordance
with the criteria from the government for distribution of social aid due to the
pandemic. These parameters were: number of dependents (C1), occupation (C2),
income (C3), age (C4), Covid status (C5), resident status (C6), and class label
(C7). The model to produce a candidate’s ranking for social aid is presented in
Figure 1. Generally, the process is divided into two stages, namely classification
and ranking.

Dataset
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/
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parameters

\[ class A ] [ classB]

I
|
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[ Qualified candidates J

Figure 1 Proposed model.

2.1 Decision Tree Classification

The input for the classification process is a dataset consisting of 7 columns and
550 rows. An explanation of each parameter is presented in Table 1. Furthermore,
the dataset is processed using the decision tree method with gain ratio selection
criteria. This method is generally referred to as the C4.5 algorithm and the results
of the algorithm are visualized in the form of a decision tree. This method was
chosen because it can process discrete and continuous data and has been used in
various previous studies with high accuracy [18-25]. This method can also handle
imbalanced data [22,26,27].
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Table 1 Data description.

Code Parameter Description
c1 Number of dependents [0...6]
(person)

[A = government employees, B = private employees, C =

c2 Occupation farmer, D = entrepreneur, E = unemployed]

Income (millions of

C3 Rupiah) [0....5]

C4 Age (year) [20 .... 80]

C5 Covid status [SH = not affected, SK = affected]
C6 Resident status [PD = resident, PT = non-resident]
c7 Class label [A =eligible, B = non-eligible]

The C4.5 algorithm was proposed by Ross Quinlan. This algorithm is an
enhanced version of ID3. The enhancement that distinguishes ID3 from C4.5 is
that C4.5 can handle numeric parameters or features, pruning trees, and derive a
set of rules.

The C4.5 algorithm uses gain ratio criteria in selecting features that are node splits
in the tree. For building a decision tree, the first thing to do is to select attributes
as the roots. Then a branch is generated for each value of the root. The next step
is to divide the cases in branches and then repeat the process for each branch until
all the cases in the branch have the same class. Gain ratio (GR) takes the
information gain (IG) and normalizes it with entropy [2,3]. The formula for
entropy (H) is given by Eq. (1):

H = —%i%,(p; logzp:) 1)
where pi is the proportion of classes in the dataset.

IG equals the entropy subtracted by the weighted sum of the sub-entropies. The
weights equals the proportion of samples being moved to the sub-dataset. The
formula for 1G is shown in Eq. (2):

IG=H— (2};1% « Hy) )

where:

1. D is the dataset.

2. Djis the j-th sub-dataset after being split.

3. |D| and |Dj| are the numbers of samples to the original dataset and the sub-
dataset, respectively.

4. H;jis the entropy of the j-th sub-dataset.

The formula for GR is shown in Eq. (3):
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Gain(A)

GR(A) - Splitinfo(A) (3)
To calculate the split entropy (Splitinfo), the following equation is used:
i — _yv [nil L]
Splitinfo(A) = — X7, ot log, o 4)

The resulting decision tree can separate the data into class A and class B.
Furthermore, the dominant parameters and data in class A become the input for
the ranking process. In the ranking stage, the data entered in class A will be
processed using AHP to obtain a list for the order of the distribution of the social
aid.

2.2  AHP Ranking

Analytical Hierarchy Process (AHP) is a DSS method. DSS has been widely used
to solve problems in different fields, such as assessment and installation projects
[29,30], real-time systems [31,32], supply-chain management [33,34], scheduling
[35-37], hazard mitigation [38,39], and energy transition [40].

At this stage, the decision support system architecture (Figure 2) aims to describe
the design of the data management, model management, knowledge-based
system, and user interface. The data management subsystem uses an internal
dataset from the local government.

Data Management: Management Model:
- MySQL Data Flow Diaaram
'

A
\ Knowledge-based subsystem: /

Analytical Hierarchy Process
(AHP)

i

User Interface:
Main
Login \
Citizen Form
Recomended Candidates
Report

Internal
Dataset

y

User:
Local Government

Figure 2 Architecture of the proposed system.
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The dataset was saved in a MySQL database, including data on criteria, sub-
criteria, alternatives, criteria and sub-criteria weights, comparison criteria, and
comparisons of sub-criteria. The model management sub system uses a data flow
diagram (DFD. The knowledge-based subsystem uses the Analytical Hierarchy
Process (AHP) method to rank the candidates.

The AHP process is carried out using the following procedure [31,41-43]:

1. The first stage of the AHP is defining the problem. In AHP, the dominant
parameters generated in the classification stage are referred to as criteria,
while the alternatives are the eligible candidates (class A).

2. Preparing a pairwise comparison matrix constitutes the creation of an n*n
dimensional pairwise comparison matrix of the conditioning factors.

3. Determining a consistency ratio (CR) index is used to examine the
consistency pairwise comparison matrix (Table 2).

Table 2 Random inconsistency indices.

n 3 4 5 6 7 8 9 10
R1]058 09 112 124 132 141 145 1.49

CR is the consistency index (CI) divided by the random index (RI). The formula
for CR is as follows:

CR == (5)
Cl is the consistency index and RI is the random inconsistency index. The

formula for ClI is as follows:

_ ()

Cl = —

(6)

The flowchart of the AHP ranking system can be seen in Figure 3. The inputs of
the application are the period and quota for the limitation of the number of
qualified candidates, the dataset of the classification results, and the priority scale
of the criteria. Furthermore, the AHP procedure is applied accordingly, starting
with the creation of a pairwise comparison matrix, synthesis, computing [imax, CI
and CR, and checking the value of CR. If CR > 0.1, then the AHP process will
start from the beginning. However, if the CR value <= 0.1, then there is
consistency and the system will provide a list prioritizing the candidates based on
the largest to the smallest weight. The system is also able to provide the number
of potential recipients according to the available quota.
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Figure 3 Flowchart of the AHP system.

3 Result and Discussion
3.1 Result

3.1.1 Classification

The dataset consisting of 6 parameters, 1 class label, and 550 rows was trained
and tested using the RapidMiner software with decision tree operators and gain
ratio selection criteria. Dataset validation was carried out using cross validation
(k = 25). The decision tree obtained at this stage can be seen in Figure 4. From
the figure, it can be seen that there were 5 dominant parameters in the
classification process, namely C1, C3, C4, C5 and C6. These parameters appear
as nodes in the decision tree. Table 3 shows the final performance of the
classification using the C4.5 algorithm in the form of a confusion matrix.
Classification performance was measured in terms of the percentage of accuracy.
The value of accuracy is better if it is closer to 100%.

From the confusion matrix in Table 3, it can be seen that the number of correct
data that was successfully predicted was 449 out of 550 data. This means that
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81.64% of the data was successfully predicted by the model. In class A, 178 of
215 data were predicted correctly, while in class B the number of data that was
correctly predicted was 271 out of 335 data. This shows that the recall value
(sensitivity), which is the ratio of the correct predictions for class A compared to
the overall positive data, was 82.79%. The specificity value obtained was 80.89%
and the average of F1-score was 77.89%. The data and parameters of the results
of this stage were processed in the next stage.

C3 > 2250000
C1>2.500

| C3> 2625000

| | C1>3.500

| | | C5=SH:0 {B}

| | | C5=SK:1{A}

| | C1<3.500:0 {B}

| C3<2625000: 0 {B}
C1<2.500: {B}

C3 < 2250000

C3 > 1375000

| C1>3.500:1 {A}

| C1<3.500

| | €3> 1875000

| | | C4>46.500:0 {B}
| | | C4<46.500:1 {A}
| | C3<1875000:0 {B}
€3 < 1375000

| C6=PD

| | C4>35.500:1{A}
| | C4<35.500:0 {B}

| C6=PT

| | C1>4.500:1 {A}

| | C1<4.500:0 {B}

Figure 4 Decision tree.

Table 3 Confusion matrix.

observed
Class A ClassB Total
predicted
Class A 178 64 242
Class B 37 271 308
Total 215 335 550

3.1.2 Ranking

The ranking stage is performed using the AHP method to produce a priority list
of candidates. The implementation of AHP in this study was carried out by
software developed by the researchers. The input data was a classification result
dataset consisting of 5 criteria and 178 alternatives. Figure 5 expresses a map
hierarchy showing the proposed goals, criteria, and alternatives. The criteria used
in this stage were the dominant parameters generated by the decision tree, namely
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C1, C3, C4, C5 and C6. The alternatives are the potential beneficiaries (class A),
symbolized by Al, A2,..., Ai (i = 178), where Ai indicates the name of the i*"
candidate.

( Qualified candidates }

Figure 5 Hierarchical map of the problem.

The value of the criteria data used to process AHP can be seen in Table 4. The
values in Table 4 are slightly different from the data values in Table 1 because
processing using AHP requires categorical data type.

Table 4 AHP’s criteria.

Code Criteria Description
Cl  Number of dependents (persons) 0-1; 2-3; >4
C3 Income (millions of Rupiah) 0-1;1-25;25-5;>5
C4 Age (year) 15 — 24; 25 — 34; 35 — 44; 45 — 54; 55 — 64; >64
C5 Covid status affected; not affected
C6 Resident status resident; non-resident

3.2 Discussion

Table 5 presents the 5 x 5 pair comparison result of the criteria in view of the
overall goal of the assessment. This study resulted in a consistency ratio (CR)
value of 0.082. Table 6 shows an example of the ranking results along with the
final score obtained for each alternative. Rank 1 has the highest priority, meaning
that it takes precedence over the sequences after it. The order is selected based on
the total value from the largest to the smallest.

With the increasing number of social aid programs provided to residents through
local governments, an adequate model is needed to ensure that the social aid is
on target. Thus, the aid provided can have a positive impact on people’s lives and
encourage national economic growth. This research has succeeded in producing
a list of the most eligible candidates recommend for social aid from the
government. This list can be used as a reference for local governments to propose
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or distribute social aid. This list ensures that the prioritized candidates are
genuinely in need of one particular social aid, also candidates who only receive
one type of aid (if the criteria for social aid have these conditions).

Table 5 Paired matrix and its normalized values.

criteria Paired Matrix Normalized Total Rele}tive
Cl C3 C4 C5 C6 C1 C3 C4 C5 C6 Weight

C1 1 0.25 3 5 4 018 013 040 037 022 128 0.258
C3 4 1 3 4 7 070 051 040 029 039 228 0.456
C4 033 0.33 1 3 4 006 017 033 022 022 0.80 0.161
C5 02 025 033 1 2 004 013 0.04 007 011 0.39 0.078
C6 025 014 025 05 1 0.04 007 003 004 0.06 024 0.048
CR= 0.082

Table 6 Candidate’s ranking (quota = 15).

QC Cl C3 C4 C5 C6 Total
A50 0.17 028 0.06 0.02 0.04 057
A79 0.17 028 0.06 0.02 0.04 057
A133 0.17 0.28 0.06 0.02 0.04 057
Al137 0.17 0.28 0.06 0.02 0.04 057
Al44 0.17 028 0.06 0.02 0.04 057
Al52 0.17 0.28 0.06 0.02 0.04 057
Al 0.17 028 0.02 0.06 0.04 057
A8 0.17 028 0.02 0.06 0.04 057
A99 0.17 028 0.02 0.06 0.04 057
10 A37 0.17 028 0.02 0.06 0.04 0.56
11 Al128 0.17 0.28 0.02 0.06 0.04 0.56
12 A7l 0.17 028 0.06 0.02 001 055
13 Al170 0.17 0.28 0.04 0.02 0.04 0.55
14 Al178 0.17 028 0.04 0.02 0.04 055
15 A45 0.17 028 0.02 0.02 0.04 0.3
R = Ranking; QC = Qualified Candidate

©oO~NOUAWN R

The two stages of this research were classification and ranking. In the
classification stage, this study also made a comparison using three other methods,
namely Naive Bayes, Neural Network and Logistic Regression. Table 7 presents
the results of a comparison of the accuracy values of the respective classification
processes.

The highest accuracy results were obtained using the C4.5 method, i.e., 81.64%.
As many as 178 candidates were declared eligible to receive social aid from the
local government and were then further processed to determine recommendations
for prospective beneficiaries using AHP. In the ranking process, (Table 5), it can
be seen that C3 and C1 are the two major factors that influenced the prioritization
in the social aid distribution. These are represented by relative weights of 0.456
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and 0.258, respectively. This means that the type of income and the number of
dependents are factors that influence the distribution model of social aid.

Table 7 Comparation of classification’s accuracy.

Method Accuracy (%)
C4.5 81.64
Naive Bayes 78.18
Neural Network 78.91
Logistic Regression 70.55

The CR value of 0.082 (less than 0.1) in this research means that the criteria and
data processed using this AHP are reliable [30].

Table 8 shows an accuracy comparison between this work and similar works.

Table 8 Comparison between this work and similar works.

Classification Selection Process
Process I
Ref. Accuracy Accuracy Contribution
Method (%) Method (%)
Mamdani FIS with the Perform recommended candidates
[4] - - Elbow method, K-means 71.4 without classification
clustering
5] i i FMADM with TOPSIS and ) Perform recommended candidates
WP without classification
FMADM with AHP and Perform classification using SV_M
[6] SVM 89.9 - and recommended candidates using
TOPSIS
some methods
Mamdani FIS with the Perform classification using
Elbow method, K-means backpropagation neural network
[71 BPNN 91.3 clustering, Pearson’s 85.6 (BPNN) and recommended
correlation, and matching candidates using several methods
process
Perform classification using C4.5
This cas 8164 AHP ) and recommgndatlon of candldat.es
work based on dominant parameters using

AHP

From Table 8 it can be seen that this study used only two methods, namely C4.5
and AHP for classification and ranking, respectively, compared to the other
studies, who used a combination of more than three methods [15,16]. However,
the classification accuracy of this study was lower than that of these other studies.
References [12] and [13] provide recommendations without classification, so that
the application of their methods is not able to solve the problem of this research.
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4 Conclusion

The most eligible candidates for social aid distribution were successfully obtained
based on dominant parameters using a combination of decision tree and AHP
algorithms. The combination of the two methods produced an accuracy value of
81.64% in the classification stage. This model can be used as an alternative for
making a list of eligible candidates for social aid distribution. Future research will
be done to develop an automated recommendation system using the proposed
model.
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