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CSLM: Levenberg Marquardt based Back Propagation
Algorithm Optimized with Cuckoo Search

Nazri Mohd. Nawi, Abdullah Khan & M. Z. Rehman

Software and Multimedia Centre, Faculty of Comp@&eience and Information
Technology, Universiti Tun Hussein Onn Malaysia HM).
P.O. Box 101, 86400 Parit Raja, BatuPahat, JohoulDakzim, Malaysia
Email: hil00010@siwa.uthm.edu.my

Abstract. Training an artificial neural network is an optimion task, since it is

desired to find optimal weight sets for a neurdlvmek during training process.

Traditional training algorithms such as back pr@gam have some drawbacks
such as getting stuck in local minima and slow dpgfeconvergence. This study
combines the best features of two algorithms; lievenberg Marquardt back
propagation (LMBP) and Cuckoo Search (CS) for imprg the convergence

speed of artificial neural networks (ANN) trainindhe proposed CSLM

algorithm is trained on XOR and OR datasets. Theeemental results show
that the proposed CSLM algorithm has better peréaovee than other similar
hybrid variants used in this study.

Keywords: artificial neural networks; back propagation; cuwmk search; levenberg
marquardt; local minima.

1 Introduction

An Artificial Neural Network (ANN) is a data procgag model that is based on
the biological nervous systems of a human braifZL]The main constituent
of this representation is the new foundation of dla¢a processing system. It
consists of a large number of tremendously intateel processing elements
known as neurons, all functioning together in orgesolving many complex
real world problems [3]. ANN have been effectivalypplemented in all
engineering fields such as biological modeling,isiea and control, health and
medicine, engineering and manufacturing, marketimgan exploration and so
on [4]-[9]. Because of the delightful appearanceutificial neural networks, a
large number of applications have been propose@dant decades. The back
propagation (BP) algorithm that was introduced hwrielhart [10] is the well-
known method for training a multilayer feed-forwadificial neural networks
[11]. However, the BP algorithm suffers from two joradrawbacks: low
convergence rate and instability. They are causea Ipossibility of being
trapped in a local minimum and prospect of overthgahe minimum of the
error surface [12]-[14].
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In recent years, many improved learning algorithmse been proposed to
overcome the flaws of gradient descent based sgstdihese algorithms
include a direct enhancement method using a p@lg sdgorithm [14], a global
search procedure such as evolutionary programmibjg &nd genetic algorithm
(GA) [16]. The standard gradient-descent BP ispaih driven, but population
driven. However, the improved learning algorithrmesvén explorative search
topographies. Therefore, these approaches are tedptrevade local minima
often by promoting exploration of the search spablke Stuttgart Neural
Network Simulator (SNNS) [17], which was developadhe recent past use
many different algorithms including Error Back Paggation [13], Quick prop
algorithm [18], Resilient Error Back Propagatio®],1Back percolation, Delta-
bar-Delta, Cascade Correlation [28}c All these algorithms are derivatives of
steepest gradient search, so ANN training is redbti slow. For fast and
efficient training, second order learning algorithitave to be used. The most
effective method is Levenberg Marquardt (LM) algom [21], which is a
derivative of the Newton method. This is quite tifiat¢eted algorithm since not
only the gradient but also the Jacobian matrix Ehdwe calculated. The LM
algorithm was developed only for layer-by-layer AN®pology, which is far
from optimal [22]. LM algorithm is ranked as onetb& most efficient training
algorithms for small and medium sized patterns. &llgbrithm is coined as one
of the most successful algorithm in increasing ¢bavergence speed of the
ANN with MLP architectures [23]. It is a good comhtion of Newton’s
method and steepest descent [24]. It Inherits sfreed Newton method but it
also has the convergence capability of steepesedemethod. It suits specially
in training neural network in which the performairgex is calculated in Mean
Squared Error (MSE) [25] but still it is not abte @void local minimum [26]-
[27].

In order to overcome these issues this study pempasnew algorithm that
combines Cuckoo Search (CS) and Levenberg Marqugadk propagation
(LMBP) algorithms to train neural network for XORich OR datasets. The
proposed CSLM algorithm reduces the error and ingmiche performance by
escaping from local minima.

The remaining of the paper is organized as folldBection two describes the
Cuckoo Search algorithm. In Section three, the @mantation of the proposed
CSLM algorithm is elaborated. In Section Four, tperformance of the

proposed CSLM on some experimental data is disdugd®e paper is finally

concluded in Section Five.
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2 The Cuckoo Search Algorithm

Xin-She Yang [28] proposed a metaheuristic Cuckearéh (CS) algorithm
based on the forceful parasitic behavior of sontkea species by laying their
eggs in the nests of other bird species. Sometitheshost bird cannot
differentiate between its own and cuckoo eggs. Bun egg is discovered by
the host bird as not its own, then it either thitvse unknown eggs away or
simply leave its nest. Some species in cuckoo a&my gpecialized in the
impersonating the color and pattern of the eggh®host species. This reduces
the chances of their eggs being abandoned anditbrsases the chances of
their survival. The CS algorithm follows the thiessic rules:

1. Each cuckoo lays one egg at a time, and put itsieggndomly chosen
nest;

2. The best nests with high quality of eggs will cawyer to the next
generations;

3. The number of available host nests is fixed, ardetg laid by a cuckoo is
discovered by the host bird with a probability paq].

In this case, the host species can either throwethg away or build a
completely new nest somewhere else. The last asgnmmgan be approximated
by the fractionPa of the n nests that are replaced by new nests (with new
random solutions). For a maximization problem, thelity or fithess of a
solution can simply be proportional to the valuetlué objective function. In
this algorithm, each egg in a nest represents atisn] and a cuckoo egg
represents a new solution, the aim is to use thve ared potentially better
solutions (cuckoos) to replace a not so good swiutih the nests. Based on
these three rules, the basic steps of the CuckaxlBs¢CS) can be summarized
as the following pseudo code:

Step 1 Generate initial population of N host nest1..N

Step 2While ( f min < MaxGeneratior) or (stop criterion)

Step 3Do Get a Cuckoo randomly by Levy flights and evalutgditnessr, .
Step 4 Choose randomly a ngstmongy .

Step 5If F >F Then

Step 6 Switchj by the new solutiorgnd I

Step 7 A segment @) of worse nest are abandoned and new ones ate buil

Step 8 Keep the optimal solutions (or nest with quadibjutions).
Step 9 Rank the solutions and find the current best.
Step 10end while

When creating new solutions™ for a cuckooi , a Levy flight is performed
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X" =x"+a 0 levyA) (1)

where g >0; is the step size which should be related to ttedes of the
problem of interest. The produdd means entry wise multiplications. The
random walk via Levy flight is more effective in®ring the search space as
its step length is much longer in the long run. Tlevy flight essentially
provides a random walk while the random step lengtbrawn from a Levy
distribution.

Levy~ u= ', 1< A< 3 2)

This has an infinite variance with an infinite meafere the steps essentially
construct a random walk process with a power-lap-#¢ngth distribution with
a heavy tail. Some of the new solutions should eeerated by Levy walk
around the best solution obtained so far, this spiéed up the local search.
However, a substantial fraction of the new solwishould be generated by far
field randomization whose locations should be fasugh from the current best
solution. This will make sure the system will no¢ lrapped in a local
minimum.

3 TheProposed CSLM Algorithm

The proposed method known as Cuckoo Search basezhherg-Marquardt
(CSLM) algorithm is given in Figure 1. Cuckoo Sda(€S) is a metaheuristic
algorithm that starts with a random initial popidat It works with three basic
rules i.e. selection of the best source by keepliregbest nests or solutions,
replacement of host eggs with respect to the qualitthe new solutions or
cuckoo eggs produced based randomization via Lelight§ globally
(exploration) and discovering of some cuckoo eggsth®e host birds and
replacing according to the quality of the localdam walks (exploitation) [29].
In the figure, each cycle of the search consistsevkral steps initialization of
the best nest or solution, the number of availabk nests is fixed, and the egg
laid by a cuckoo is discovered by the host bircdhaitprobability,p [0, 1].

In this algorithm, each best nest or solution repnés a best possible solution
(i.e., the weight space and the corresponding bifigeNN optimization in this
study) to the considered problem and the size foiod source represents the
quality of the solution. The initialization of wéits was compared with output
and the best weight cycle was selected by cuckbe.clickoo would continue
searching until the last cycle to find the bestghes for networks. The solution
that was neglected by the cuckoo was replaced avitbw best nest. The main
idea of this combined algorithm is that CS is usédhe beginning stage of
searching for the optimum. Then, the training pssds continued with the LM



CSLM: Levenberg Marquardt based BP Optimized with CS 107

algorithm. The LM algorithm incorporates the Newtorethod and gradient
descent method. The flow diagram of CSLM is showrrigure 1. In the first
stage CS algorithm finish its training then LM di¢gfam starts training with the
weights generated by CS algorithm and the LM tihi@ network until the
stopped condition is satisfied.

Start

v

Initialize population with CS

v

Weight for the network

v

\4

Train the network with CS

CS Training finished

Stored the best weights

v

New Weight for the Network

v

Train the network with LM

Stop condition
satisfied

No

Final weight

Figurel The Proposed CSLM Algorithm.
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4 Resultsand Discussions

41 Preliminaries

In order to illustrate the performance of the pmmgab algorithm, CSLM is
trained on 2-bit, 3-bit XOR and 4-bit OR datas@tise simulation experiments
were performed on a 1.66 GHz AMD E-450 APU with Baw and 2 GB RAM
using MATLAB 2009b software. The proposed CSLM aithon is compared
with Artificial Bee Colony Levenberg Marquardt algbm (ABC-LM),
Artificial Bee Colony Back Propagation (ABC-BP) atighm and simple back
propagation neural network (BPNN) based on MSE raagimum epochs was
set to 1000. The three layer feed forward neurévok are used for each
problem; i.e. input layer, one hidden layer, andpatlayers. The number of
hidden nodes is formed of five neurons. In the wekvwstructure the bias nodes
are also used and the log sigmoid activation foncis placed as the activation
function for the hidden and output layers nodes. éach algorithm, 20 trials
are repeated.

4.2 Two Bit Exclusive-OR Problem

The first test problem is the exclusive OR (XOR)iaithis a Boolean function
of two binary input to a single binary output. hretsimulation we used 2-5-1,
feed forward neural network structure for two biOR problem. For all
algorithms, the parameters range is set to [5,{5];5], [5.-5], [1,-1]
respectfully. Table 1 shows the CPU time, numbespafchs, accuracy, SD and
the MSE for the 2 bit XOR test problem with fivedden neurons. Figure 2
shows the MSE of the proposed CSLM algorithm andCABA algorithm for
the 2-5-1 network structure. From Table 1, it can dbearly seen that the
proposed CSLM algorithm converged to the globalim&within 126 epochs,
while ABC-LM needs much time and number of epoahsdnverge. Figure 3
illustrates the average accuracy for the CSLM, ABE- ABC-LM, and
conventional BPNN algorithms.

Tablel CPU time, Epochs and MSE for 2-5-1 NN architecture.

Algorithm BPNN ABC-BP ABC-LM CSLM
CPUTIME 42.643 172.33 123.9 14.41
EPOCHS 1000 1000 100 126
MSE 0.220 2.39E-04 0.12! 0

SD 0.0105 6.7E-05 1.5E-0 0
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4.3 ThreeBit Exclusve-OR Problem

In the second phase, we used 3 bit XOR datasetvdaimprises of three inputs
and a single binary output. The parameter rangsamse as used for two bit
XOR problem. For the 3-5-1 the network, it has ttyezonnection weights and
six biases. Table 2 shows the CPU time, numbepotls, the MSE standard
deviation (SD) of the MSE, and accuracy for thét3XIOR test problem with 5
hidden neurons. Figure 4, displays the ‘MSE pertoroes vs. Epochs’ of
CSLM, and ABC-LM algorithms for the 3-5-1 networkwture. While Figure
5, shows the average accuracy performance of th&ICSBC-LM, ABC-BP
and BPNN, algorithms. For the three bit XOR, thd_MSalgorithm converges
to global minima within 671 epoch and 99.9% accurd&rom Table 2, it is
clear that the proposed CSLM algorithm has betefopmance than BPNN,
ABC-BP, ABC-LM in terms of MSE, Epochs, CPU time.

Table2 CPU time, Epochs and MSE for 3-5-1 NN architecture.

Algorithm BPNN ABC-BP  ABC-LM CSLM

CPUTIME 50.03 172.33 123.7' 80.36
EPOCHS 1000 1000 100 671
MSE 0.25 0.08 0.01 7.5E-07

SD 0.00064 0.0187 0.005 3.14E-06
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4.4 The 4 Bit OR Problem

The third problem is 4 bit OR which consists of finputs and a single binary
output. The network structure is same as the 23ditl XOR problem. In 4 bit
OR, if the number of inputs all is 0, the outpuDijsotherwise the output is 1.
Again for the four bit input we apply 4-5-1, feedrward neural network
structure. For the 4-5-1 network structure it hasrity five connection weights
and six biases. Table 3 illustrates the CPU tirpecks, and MSE performance
of the proposed CSLM, ABC-BP, ABC-LM and BPNN aligoms respectively.
Figure 6, shows the ‘MSE performance vs. Epochs’the 4-5-1, network
structure of the proposed CSLM, and ABC-LM algarith From the Table 3, it
can be observed that the proposed CSLM algorithnvergence rate is very
fast than the other techniques in terms of CPU tame& number of epochs. In
Figure 7, the average accuracy comparison of topgsed CSLM, and ABC-
BP, ABC-LM and BPNN algorithms can be seen. Theppsed CSLM can be
seen converging to global minima with 100% accuiadyigure 7.

Table3 CPU time, Epochs and MSE for 4-5-1 ANN architecture

Algorithm BPNN ABC-BP  ABC-LM CSLM
CPUTIME 63.280  162.494 118.727 6.16
EPOCHS 1000 1000 100 43
MSE 0.0527 1.91E-10 1.82E-1

SD 0.0084  1.5E-10 2.31E-1
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5 Conclusion

In this paper, an improved Cuckoo Search and LeamgniMarquardt back
propagation (CSLM) algorithm is proposed. The mdaa of CSLM is that the
CS is used at the beginning stage for generatiagtimal weights, then LM
continues the training by inheriting the best w&dgliom CS algorithm [30].
The proposed CSLM algorithm is trained on XOR anR @atasets. The
experimental results show that the proposed CSLNbrihm has better
performance than ABC-LM, ABC-BP and BPNN algorithmgerms of MSE,
number of epochs, (Standard Deviation) SD and acgur
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Abstract. Introducing motion sensors into smartpes contributed to a wide
range of applications in hum-phone interaction, gaming, and many others.
However, builtin  sensors that detectsubtle motion changes (e.g.
accelerometers), might also reveal information altaps on touch scree: the
main user input modd-ew researchers have already demonstrated theoit
exploiting motion sensors as s-channels into inferring keystrokes. Taken at
most as initial explorations, much research isl stdeded to analyze tt
practicality of the new threat anxamine various aspects of its implementation.
One important aspeaeffecting directly the attack effectiveness is the selectibn
the right combination of sensorto supply inference data. Although other
aspects also play crucial role (ethe features set), we start in this paper by
focusing on the comparison of different availabensors, in terms of tr
inference accuracy. We consider individual senshigped on Android phone
and study few options of preprocessing their ravaskts as well as sing
several sensors' reading3ur results indicate an outstanding performaridhe
gyroscope, and the potentiof sensors data fusion. However, it seems that
sensors with magnetometer component or the acceéden alone have le
benefit in the conta of the adverted attac

Keywords. android; notion sensors;sensor-based attack; siddrannel attack
smartphone securityptichscreen taps inferer.

1 Introduction

Key logging attacks have been, and continue t@bmajor security concern
traditional computing platforms. PC operating systelike Windows allov
system message interception, thereby enabling bagkd applications t
capture and log the key stro of active applications in the foreground. Si
Trojan applications are very common in traditioR&ls, and although usua
called keyloggers, many are capable of capturingennaformation than met
keyboard input, such as screenshots and mouses.ciiven when keylogget!
are not easy to install or hide, hardware keyboalidsv for backdoor channe
that could be resorted to in order to guess theahdbput. Such channels ¢
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commonly termed side channels, and include physga¢nomena like
electromagnetic and acoustics emanations.

Moving to smartphones, the situation is quite défé. Smartphone OSes, like
Android, restrict the interception of keystrokestie current view that has the
focus, and no direct method can be used by Trgas #o log user taps (but for
a workaround example, see [1]). Moreover, the latkphysical keyboards

limits side channel avenues at the disposal otlets. For instance, the rich
heritage of research on electromagnetic and acouwstianations is not

applicable on smartphones. Yet, innovative sidenohks to sniff on user input
have been proposed in the literature, includingahalysis of finger smudges
left on the touch screen surface [2], employing die tone sounds [3] that
resembles more traditional acoustic emanationskatand even the old-school
low-tech shoulder-surfing [4].

Embedding sensors into smartphones had made thenunprecedented
platform, combining communications, computing aadssng capabilities. User
interface, gaming, and healthcare are but a fewaitwsrin which sensors found
instant applications [5], and a key idea aroundcivhinany more applications
evolve is context awareness. On the flip side, @snsring along many serious
implications, especially related to user privaces@archers have studied the
potential threat of more traditional sensors, ngm@PS, camera and recorder,
on user privacy and/or security (e.g. [6]). Lesadifional sensors, such as
motion sensors (e.g. accelerometers and gyroscopeske received little
attention, until recently. The key observation thaived motion sensors into
the threat spot is the correlation between uses tap touch screen and
vibrations or motion changes to the body of the rgph@ne itself.
Accelerometers, for example, can sense the lineegleration caused by the
force of user taps, while gyroscopes can measugelan velocities around
specific axes. Obviously, the original benign pwpof theses sensors are far
from such vicious uses and that makes them a ditiwep side channels.

Few authors in academia have demonstrated thebi@gsiof such a side

channel attack, dealing with the task as a classgifin problem to map sensors
reading into key labels. Section 3 presents a Istiefey of these works. The
availability of several sensors on consumers alegts devices, in particular
smartphones, raises a seemingly interesting quesiio which sensor, or

collection of sensors thereof, is of greater padénh the context of the new
threat. In this paper, we set off to experimentwite performance of different
sensors that are supported by Android operatingesysand integrated in most
Android-powered phones. Section 2 explains shdhly considered sensors,
and how it is possible to capture their data withdfid help. For the purpose
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of the comparison, we actually implemented thecktollecting sensors data
through an Android app. Details of the experimestgiven in section 4.

It is important to notice that the aim of this pajgenot to improve the accuracy
of the attack, or evaluate its practicality, butn®re about comparing the
performance of sensors under the same conditionighware well-controlled.
Our experiment in this light could focus on theatele performance between
different datasets on the same setting, rather liaking for the best among
several settings. The latter is the focus of meseémt works discussed in section
3, while the early works were concerned with theelfaasibility of the attack.

2 Technical Background

Android supports a variety of sensors, of whichrédevant to the current attack
are motion and position sensors. Table 1 listsstigported motion sensors, as
of Android 4.2.2. Besides those sensors, Androgb glrovides a synthetic
sensor based on the values from the accelerontedlenagnetometer, through a
method call in its sensors APpdtOrientation(). Accelerometer raw data
contains both gravity acceleration (due to theh&aravity force) and linear
acceleration (due to the linear motion of the phioogdy). The former is more of
a bias to our experiment as we do not consider therénclination of the phone
with respect to the earth surface, and therefotle taw accelerometer's data as
well as gravity sensor's data are excluded, adiribar accelerometer can take
their role.

Tablel Motion sensors that are supported on Android platéo(source [7]).

I Units of
Sensor Description measur ement
TYPE_ACCELEROMETER Acceleration force along the x, y and z a m/<
(including gravity).
TYPE_GRAVITY Force of gravity along the x, yand z a m/s
TYPE_LINEAR_ACCELEROMETER Acceleration force along the X, y an@axes /S
(excluding gravity).
TYPE_GYROSCOPE Rate of rotation around the x, y and z ¢ rad/s
TYPE_ROTATION_VECTOR Rotation vector component along the » Unit-less

and z axes (axis * siffR)).

Motion sensor readings are expressed with referémce 3-axis coordinate
system. This coordinate system is defined reldativéhe device's screen when
the device is held in its default orientation (Figud): the x axis is horizontal
and points to the right, the y axis is vertical @uihts up, and the z axis points
toward the outside of the screen face. This coatdirsystem is not with
reference to the earth's frame, and hence doeshawmige irrespective of the
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device orientation. For example, if the phone id korizontally on a table with
its screen surface to the sky, a motion towarddettievould generate negative
readings along the x axis. If the phone is liftedizontally, the z axis's readings
are positive.

Android OS provides a sensors programming framewooknposing a set of
classes and interfaces that could be used to atteesensors and read their raw
data. Basic tasks accomplished by that API incldééection of available
sensors on a device, determining their capabil{es., maximum range, power
requirements, and resolution), reading raw senata, dlefining the minimum
rate at which to acquire sensor data, and to egistregister sensor event
listeners that monitor sensor changes.

Figurel Coordinate system of the motion sensors.

Sensor values are obtained through an object, Hevesat, in a multi-
dimensional array named values[]. Elements of tihayacorrespond to sensor
readings along each of the three coordinate ax@sexample, values[0] might
convey the acceleration force along the x axis evhihlues[1l] contains the
acceleration force along the y axis, and so fokttteleration forces reflect the
change in velocity along the axes due to user mdgog. walking) or due to
direct user input (e.g. tapping on the device). Raweleration data, represented
by the accelerometer sensor includes the accelaratue to gravity force.
Android provides also filtered linear acceleratibat can be formulated as

Linear acceleration = raw acceleration — gravityasderation

Theoretically, accelerometer data could be integratwice to obtain the
distance of motion. However, the result of thisgass is prone to much error in
practice, which leaves very little benefit considgrthe tiny differences in
displacement of different keys on the touch scrétecould also be argued that
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displacement is proportional to the force by whilsh user taps on the device,
the same as the acceleration itself, and theréfiere is really no specific value
in taking the additional double integration stepeTilt of the device, however,

is another path to consider, utilizing the accetester, which we leave for

future work.

Gyroscope readings reflect the rate of rotatiosm @ngular velocity) around the
three axes, and ideally measure zero when the @eésiat rest. Again, it is
possible to calculate the angle of rotation viaegnating the gyroscope data.
Similar argument to the case of accelerometersdctel made, though we
actually consider this option in one of our expenms. Gyroscopes data are
known to suffer from a drift in the reported valuelsen integrated, because of
the accumulated measurement errors over timen@mse plus initial offset).
Typically, data from other sensors are utilizeddmpensate for such errors. In
our case, a keystroke on the device is short endagjustify neglecting
accumulated drift and compute the integration ef jhe few readings during a
single keystroke anew with each tap.

The rotation vector represents the orientatiorhefdevice as a combination of
an angle and an axis, in which the device hasedttitrough an angkearound
an axis (x, y, or z) [7]. It is a synthetic sen#itait maps the device coordinate
system to the global coordinate system using tkelammeter, magnetometer,
and the gyroscope. In the global coordinate systieenx axis points to the east,
the y axis points to the north, while the z axiingoto the sky away from the
surface of the earth.

Finally, Android also provides a method called g&6Xtation() that takes as
input a rotation matrix. The rotation matrix midie generated using data from
both the accelerometer and the magnetometer. Thtputouof the
getOrientation() method is the rotation aroundxftipitch), y (roll), and z (yaw)
axes. The coordinate system of this method is amtd the global coordinate
system described in the previous paragraph, exbeptthe x and z axes are
inverted. However, it is worthy to mention that riBamagnets can largely
affect magnetometer data, leading to less accteatsts.

3 Related Work

Authors in [8] suggested first the use of motionsses to infer keystrokes on
touch screens. They developed an Android applicatiamed TouchLogger, to
demonstrate the attack. The application used nuws¥ydrdy soft keypad in the
landscape mode. TouchLogger utilized the synth@tientation sensor, which
relies on accelerometer and magnetometer hardwasoss. Orientation sensor
was deprecated in Android 2.2 (API level 8).
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Following was another work [9], where an Androidobgation, ACCessory,
was built to evaluate a predictive model, trainedlyoon acceleration
measurements. ACCessory attempted to infer areaszom the screen as well
as character sequences (to construct typed password

The next work [10] adopted an online processingen@hthe training and
classification were performed on the smartphonelfitthrough a Trojan

application, TapLogger, to stealthily monitor theovament changes of the
device and try to log the number pad passwordssangen lock PINs. Two
sensors were used: the accelerometer for tapstideteand the Orientation
sensor for tap positions inference.

The same authors of TouchLogger published anothwk vagain [11]. The
purpose of the study was to provide a more thorouglestigation on the
practicality of such an attack, and to compare pbeformance of different
classification schemes, and the impact of diffedtices, screen dimensions,
keyboard layouts or keyboard types. This paper @xaathe use of gyroscopes
output on mobile devices for the attack, and ingidahat inference based on
the gyroscope is more accurate than that baseldecsctelerometer.

TapPrints [12], the framework presented in anopiaer was evaluated across
several platforms including different operatingteyss (i0OS and Android) and
form factors (smartphones and tablets). It alsonvgldba combined approach
that uses both the accelerometer and gyroscoEefoeving better accuracy.
Finally, and most recently, the authors of [13] Used solely on the
accelerometer sensor to further investigate thectipedity of sensors side
channels in inferring Android four-digit PINs andgsword pattern (swiping).
Contrary to previous last two works, they foundttla&celerometer based
techniques perform nearly as well, or better, tipgoscopic based techniques.

To the best of our knowledge, no previous studyreskked the relative
performance of all relevant Android sensors in aanithg the inference attack.
In addition, we also consider fusing the data froore than one sensor for that
matter. In a preliminary version of our study, warted by evaluating sensors
performance on only a single Android smartphone].[14 this paper, we
augment the analysis with sensors from another mement device, and include
more variations in the data preprocessing and fiusftions, as well as in the
feature set of the sensors data.
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4 Methodology

Keystrokes inference can be viewed as a machineihga problem, in

particular, a classification task that maps codldgtatterns of raw sensor signals
data into corresponding key classes. Abiding byicglpmachine learning

process sequence, raw data are collected fromainees and pre-processed,
and then features are selected. Part of the negultataset is labeled with the
correct class to form a training examples subgswed, the rest is reserved for
evaluation purposes as a test subset. In the foifpwubsections we present
those steps in more detail.

123

Min
Sensor Name delay vendor
(ps)
ROTATION_VECTOR MPL rotation 10000 Invensense
Phone Samsun vector Technology
Gal s2 |
alaxy LINEAR_ACCELEROMETER |MPLlinearaccl 10000 |Vensense
Technology
Model |GT-19100G |GYROSCOPE MPU3050 10000 |INvensense
Gyroscope sensor Technology
KXTF9 3-axi
. ACCELEROMETER axis 10000 |KionixCorporation
Android 4.03 Accelerometer
i o AK8975M ti Asahi K i
version MAGNETIC_FIELD ) SBNSHC | 1000 |1\3N! Rasel
field sensor Microdevices
Min
Sensor Name delay vendor
(ps)
ROTATION_VECTOR lNemt.)Englne 10000 [STMicroelectronics
Phone Samsun Rotation_Vector
GalaxyS3 ||| \EAR ACCELEROMETER |INeMoEngine 10000 |STMicroelectronics
LinearAcceleration
Model GT-19300 GYROSCOPE LSM330DLC 5000 |STMicroelectronics
Gyroscope sensor
LSM330DLC 3-axi
) ACCELEROMETER @15 | 10000 |sTMicroelectronics
Android 412 Accelerometer
version MAGNETIC FIELD P_\K8975Magnet|c 10000 As.athaSt.a
- field sensor Microdevices

(@)

Figure2 Experiment settings (a) Hardware specs and (b)typerg profile.
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41 Data Collection

An application was built for the purpose of acquirisensors data out of an
Android smartphone. Our raw data are the readirigpow sensors, two of
which are synthetic sensors, derived from a contimnaf up to three hardware
sensors, as noted in section 2. A set of two dewigas used in the experiment:
a Galaxy S2 and a Galaxy S3, both are of diffeseméen sizes and sensors
specs. One user was utilized to type all datatestssure consistent typing and
holding style factors that could affect the infererperformance. Figure 2(a)
lists the main hardware specifications of the dewviand their built-in sensors,
while Figure 2(b) shows the typing profile of theseu throughout the
experiment.

The Ul of the application, depicted in Figure 3pwaks for the selection of the
sensor in each session, and a layout similar todihéng soft keypad of
Android 4.0.3 is presented to the user, where heagled to key in almost the
same set of around 300 keys in each session. Thedtecovers uniformly the
ten digits of the numbers soft keypad. For eachicgevwo datasets were
generated from the same linear accelerometer, istihat by the use of high
pass filtering, an option that the user can chdxysselecting a checkbox on the
screen. Filtering is one of the common techniqouemitigate noise in sensors
data, and in that context, low pass filters areanugeful. However, high pass
filters can extract the most fluctuating compongns which we are more
interested. The interface also includes an optiorilfsing the data, upon which
all four sensors are registered with Android, dmel teadings from all sensors
are recorded in the same session. This is usefuisfect the case when the
feature vector of a dataset example comprises coeme from different
sensors together.

ool 17:40
'. Number to Sensor

eter | # | HP Filter?

T 8 9

| Write Values ta Files .

Figure 3 User Interface of the Android app used to collbetdata.
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4.2 Pre-processing

Raw sensors data usually need to be processeceliefeding into a learning
system. One of the most important steps in theesordf the current attack is
the detection, and extraction of the signal segménat correspond to key
strokes from the continuous stream of sensors mgadihis step could form a
separate research task, and several approaches burigbllowed. Some of the
previous works on this attack regard this task asraightforward anomaly

detection problem [9], or a simple classificationlgem [12], while others treat
it as a significant part of their whole system [1Bgure 4 illustrates the signals
collected from the gyroscope and the acceleronadtarg the x, y and z axes
while dialing the phone number “0123034880" usiing tscreen shown in
Figure 3. It could be seen from the distinct spil@sresponding to the
individual key taps, that the task of isolating giegkes is conceivably doable.
Yet, some authors leave this step as a separatertakithg that lies on the
shoulder of the attacker, and assumes knowledteedéeystrokes delimitations
[13]. We followed the same suit, as the coursextfaeting this knowledge is
independent of the eventual performance, assumomgistency among all
datasets. We isolated the keystrokes sensors gateatthing their timestamps
to the start and end time of each button click ewehich we also collect during
the experiment using Android-provided motion eventmely the “onTouch”

method. This method was implemented as per the wcillastener interface

requirement. It is these events that supply theeemment with the labels

necessary for the training examples.
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Figure4 Readings from the (a) gyroscope and (b) accelemmetile dialing
the number0123034880.

Other pre-processing techniques are also possibte wsually crucial for
successful learning, including normalization antibcation. Normalization is
needed when different features of input data betordjfferent scales of several
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order of magnitude discrepancies. Rescaling mighhdcessary to ensure that
no single feature has influence that may not refleeir real relative importance
in deciding the outcome. In our case, all senseaging in all three axes are of
the same or only one order of magnitude varianedibfation is usually also
needed, for example, to remove the projection ofthEagravity from
accelerometer data and initial orientation fromoggiope data. Using the linear
accelerometer in our experiment ensures the alrgaalyity-less acceleration
measurements, while initial bias in other sensogshat of much concern since
the whole experiment is conducted under the exatiesconditions, including
any initial biases.

In our data sets we have encountered no missingsahs we have collected all
the data ourselves programmatically. Very few eutlicould be seen, probably
because of abrupt unintended motion of the used$iaWwe simply got rid of
those outliers, as they play no representativeirotbe input data. We also did
not need any dimensionality reduction techniquespar data are already of
relatively low dimension (18, in most cases, excepen applying sensors
fusion, where every sensor contributes 18 featusesl when integrating
gyroscope data, where three more features, theederotation angles along the
three axes, are added).

Another significant pre-processing we applied, tesikeystrokes extraction, is
the aggregation of sensors data by each key, dsiesg in the next section, to

create the features. Some works in the literataceth normalize the sampling
rate of sensors, termed de-jittering in [11], tanp@nsate for non-uniform

sensors sample intervals. However, this is bagicakeded for the purpose of
standard signal analysis methods, whereas our résatare mainly simple

statistics that use aggregation of few samplesepeh key, as discussed later,
and no de-jittering was applied.

Finally, we also included the option of integratitige gyroscope data before
training. The purpose is to experiment with theoggopic data as a source on
angular displacement rather than angular speecerTak a rate of change in
angular shift, gyroscope data could be integrataseth on basic calculus to
obtain the distance traveled, in this case thet stnifjle. Despite the fact that
integration often introduces drift to the gyroscopadings, we neglect this error
as the integration is performed for each set oflirgs associated with one
keystroke. In this way, we ensure a sort of resgb@ per every key tap, and
the time intervals to accumulate noise errors arg short.
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43 Feature Selection

For the purpose of classification, the input ddtése set of examples. Each
example is a features vector (collection of featumeattributes), which is fed to
the classifier and mapped collectively to a preesgput label (a digit key, in
our case). Previous works on the keystrokes interettack vary greatly in the
set of features employed for classification, anetehis no obvious evidence of
which set is better, indicating an open researela @m this direction. For our
experiment, we have chosen to apply simple stegisth sensors data from the
time domain only, though some authors include &lequency domain signal
features.

The output of our application is a set of filescleaecording a continuous

stream of readings from one sensor, or the comnibmatf sensors in case of
data fusion. In addition, one file always contdiine touch events information,

namely the start time, end time, and the partictdpped key. For each sensor,
there is a corresponding output file in every sessThis file contains all the

collected sensor's readings during the sessioeadirrg per line. Each sample
reading is a quadruple, {x, vy, z, t} for the sersautput along the three axes,
plus a timestamp in milliseconds. Likewise, in gveespective session, the
other file records each touch event (a keystrok#) the corresponding interval

in milliseconds. One touch event normally spanesswsensor samples. In our
experiment, a key tap takes on average 80 ms, ledampling rate of the

sensors is, at most, 100 samples per second inythexaept for the gyroscope
in Galaxy S3 phone, where the minimum delay is @do8000 microsecond,

which represents a frequency of 200 samples pensged his means around 10
samples per key in the best case, excluding the althe STMicroelectronics

gyroscope where the available samples per key ayee,mand hence the

expected performance is better in general. In machowever, we found that

each key corresponds to an average of 5 sensolesm(ip samples for Galaxy
S3 gyroscope).

Individual samples are meaningless relative toyatke, and so we aggregate
the samples for each key, i.e. combine all the $srihat span the period of a
key tap producing simple standard statistics of, miax, mean (i), median
(M), standard deviationo] and skewness (3*(u—My). In this manner, for a
dataset of 300 keys, for instance, we obtain 30@mgtes, each of which
comprises 18 features, plus the class label (thesymmbol itself). Each example
is written to a line in a CSV file, which is usesl the final input dataset for the
learning process. All the motion sensors generateet components of the
physical quantity they measure; one component aleagh of the three
coordinates axes. Therefore, out of the six stegighe result is 18 different
values where each statistic is computed for evedig. &or instance, one
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example in the training dataset would comprisedttebutes XminA, YminA,
ZminA, XmaxA, YmaxA, ZmaxA, XmeanA, and so forthh@ first letter in the
attribute name refers to the axis to which theuieavalue belongs, and the last
letter refers to the sensor from which the dateset driven. In the case of this
example, the sensor is the accelerometer. The enjglatt of the attribute name
tells the particular statistic constituting thettea. The last attribute would be
the particular keystroke for which the time intdrmzatched the interval of the
aggregated sensor data. Note that every keystpaEkesseveral sensor readings.
In our dataset, each value is taken to be a fettwrkaracterize a keystroke.

The aggregation could be accomplished using angranoming language or
computational package (e.g. MATLAB or Octave), thlouwwe have written
simple scripts in the R language to match sensud<kay data, and perform the
statistical calculations. Figure 5 shows one o&éhscripts for the accelerometer
data, where the steps of aggregating sensors ddtpraducing the features are
detailed.

key <- read.csv("itb/acctrue_10_11/key_10_11.csv")

acc <- read.csv("itb/acctrue_10_11/acctrue_10_11.csv")

keyAcc <- key;

for (i in 1:nrow(key)) {

keyAccSXminA[i] <- min(accSX[accSTime >= keySDownTimel[i] & accSTime <=

keySEventTimel[il]);

6. keyAccSYminAli] <- min(accSY[accSTime >= keySDownTimel[i] & accSTime <=
keySEventTimeli]]);

7. keyAccSZminAl[i] <- min(accSZ[accSTime >= keySDownTime[i] & accSTime <=

keySEventTimeli]]);

uhwnN e

8. keyAccSXmaxA[i] <- max(accSX[accSTime >= keySDownTimel[i] & accSTime <=
keySEventTimelil]);

9. keyAccSYmaxAl[i] <- max(accSY[accSTime >= keySDownTimel[i] & accSTime <=
keySEventTimelil]);

10. keyAccSZmaxAli] <- max(accSZ[accSTime >= keySDownTimeli] & accSTime <=
keySEventTimelil]);

11. keyAccSXmeanAl[i] <- mean(accSX[accSTime >= keySDownTimel[i] & accSTime <=
keySEventTimelil]);

12. keyAccSYmeanA[i] <- mean(acc$Y[accSTime >= keySDownTime[i] & accSTime <=
keySEventTimeli]]);

13. keyAccS$ZmeanAli] <- mean(accSZ[accSTime >= keySDownTimel[i] & accSTime <=
keySEventTimelil]);

14. keyAccSXmedianA[i] <- median(acc$X[accSTime >= keySDownTimel[i] & accSTime <=
keySEventTimelil]);

Figure5 An R script that aggregates accelerometer data moduces the
features set.
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15. keyAccSYmedianAl[i] <- median(accSY[accSTime >= keySDownTimel[i] & accSTime <=
keySEventTimelil]);

16. keyAccSZmedianA[i] <- median(acc$Z[accSTime >= keySDownTime[i] & accSTime <=
keySEventTimelil]);

17. keyAccSXsdA[i] <- sd(accSX[accSTime >= keySDownTimeli] & accSTime <=
keySEventTimeli]]);

18. keyAccSYsdA[i] <- sd(accSY[accSTime >= keySDownTime[i] & accSTime <=
keySEventTimeli]]);

19. keyAccSZsdA[i] <- sd(accSZ[accSTime >= keySDownTime[i] & accSTime <=
keySEventTimeli]]);

20. keyAccSXskewAl[i] <- 3*(mean(accSX[accSTime >= keySDownTimel[i] & accSTime <=
keySEventTime[i]]) - median(acc$X[accSTime >= keySDownTime[i] & accSTime <=
keySEventTimel[i]])) / sd(accSX[accSTime >= keySDownTime[i] & accSTime <=

keySEventTimeli]]);
21. keyAccSYskewAl[i] <- 3*(mean(acc$Y[accSTime >= keySDownTimeli] & accSTime <=
keySEventTime[i]]) - median(acc$Y[accSTime >= keySDownTimel[i] & accSTime <=

keySEventTimel[i]])) / sd(accSY[accSTime >= keySDownTime[i] & accSTime <=
keySEventTimeli]]);

22. keyAcc$ZskewAli] <- 3*(mean(acc$Z[accSTime >= keySDownTimeli] & accSTime <=
keySEventTime[i]]) - median(acc$Z[accSTime >= keySDownTime[i] & accSTime <=
keySEventTimeli]])) / sd(accSZ[accSTime >= keySDownTimel[i] & accSTime <=
keySEventTimeli]]);

23. }

24. write.table(keyAcc, "itb/acctrue_10_11/keyAcc_10_11.csv")

Figure 5 Continued. An R script that aggregates accelerometer data and
produces the features set.

4.4 Classification

The goal of the inference attack is, given a buoicBensors samples, to map
every pattern of readings into an output class, trel percent of correct
mapping forms the accuracy of the classifier. Wepted the implementation of
classification algorithms in Weka suite of machilearning software [15].
Many classifiers are available in Weka, and chapsiparticular method is not
critical for our experiment. However, our initiakgoration revealed that the
ensemble learning can give better results, withemgntations in “meta” Weka
package. In particular, “Bagging” classifier showid best performance on
average (with FT base model), though we do not taireenture any claims
related to classification algorithms performancéBagging” is a general
technique for improving the accuracy of a givenrtggy algorithm. As an
ensemble learning method, it aggregates multienkd models of the same
type (e.g. decision trees), and uses voting to @oenthe output of individual
models [16].
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5 Evaluation and Discussion

All experiment runs were conducted under 5-foldesstvalidation testing
option, and almost the same dataset size of ar@d@dexamples. Figure 6
shows the results of classifying the datasets uBegging ensemble learning,
with Functional Trees base model [17]. Figure Gfapicts the comparative
classification accuracy of all the sensors optiarthe first device, while Figure
6(b) presents the same results for the secondelevic
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Figure 6 Experimental results: classification accuracy congoa among all
sensors (a) in Galaxy S2 smartphone (b) in Gal&grBartphone.
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It is evident from the two graphs that the relappegformances of the sensors in
both devices are similar. Because of the largezestisize of Galaxy S3, one
would expect better ability to classify differengyk zones. Nevertheless, its
performance is comparable or inferior to that ofa®p S2 (at least in the many
runs of our experiments). One possible reasonhigrresult is the observation

that the S3 phone was dressed in a thick leatlser, @ehich might contribute to

mitigate the impact of the taps force on the s@rfafcthe device.

Comparing the gyroscope performance with and withiotegrating its data
reveals no actual value out of integration. Thephsain Figure 7 illustrate the
accuracy of two experiments, for each of the tweoigks. One experiment
involves a gyroscope dataset of 18 features asl.ufha second experiment
adds three more features, corresponding to thgritted sensor values per a
coordinate axis. This conclusion seems logicathagate of change in distance
(velocity) is proportional to the distance, andithiedication is the same in the
context of our need, namely to make a distinctietwieen different areas on the
screen. We have included the analysis of this opsioce gyroscope data is
typically integrated in many applications, where theed is specifically to
measure the inclination or tilt of the device oa@r extended period of usage
time, rather than the instant change in angulagslaigment. It should be noted
however that relying on the gyroscopic data for fhepose of classifying
different keystrokes bears a strong dependencyeridrce by which the user
taps on the screen, which might seem user or ewessigh-dependent.
Nonetheless, what makes this task conceivable a@sfdlt that the angular
velocity (the output of the gyroscope) is a vedoantity, and its sign depends
on the direction of rotation, making separate ar@ashe coordinate space
distinguishable, at least by the sign of the data.
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Figure7 Classification accuracy of the gyroscope with aittheut integration.
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Noticing the marked performance of the gyroscopdpaoked appealing to

further experiment with the features in its data$eging out separate groups of
statistics as well as few combinations of statigtigroups resulted in the
performance scores shown in Figure 8. For exanipléhe specific dataset of
Figure 8, drawn from Galaxy S3 gyroscope, it appehat the minimum

statistic has the most influence in the correcsifecation of keystrokes.
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Figure8 Classification accuracy of few permutations ofapgopic statistics.

In another set of experiments, we focused on thedulataset of sensors. In
Table 2, we present one instance of those expetamehere the relative
performance of the individual sensors is shown muoaaifest, as well as the
promising compounds of two sensors. The resultcansistent with those in
Figure 6, besides the important conclusion thahécontext of this particular
attack, data from other sensors are more of a rioiske gyroscopic signals.
Still, in the absence of a gyroscope, the comlinatf accelerometer and
rotation vector data can be of utility that outpenfis their individual
performances.

Several concluding notes are in order, based onofitained results. It is
obvious that, confirming to [11]-[12], the gyros@ogensor alone has a superior
performance compared to all other sensors. Thigltrés actually consistent
with the observation that rotations have more poteedistinguish between
different keys than shifts. This is also the reafamthe inferior accuracy of
both accelerometer variations (with and withouthhfass filtering), and even
the rotation vector which relies on the acceler@mas one of the components
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in deriving its value. Another factor that affetit® rotation vector performance
is the magnetic field sensor, which is also onéhefcomponents in calculating
the vector values. Magnetic field sensors are knéovntheir inaccurate and
noisy outputs in current commodity smartphonesgeisly in the presence of
nearby metals. What supports this conclusion isttfeaccuracy of the rotation
vector sensor is still much better than the symthstnsor that is based on the
getOrientation method, though both depend on theelammeter and
magnetometer. The difference in accuracy is applgrdoe to the inclusion of
gyroscope into the derivation of the rotation vecto

Table2 Classification accuracy results of different conattions of sensors.

Sensor Samsung Galaxy S2 Samsung Galaxy S3
All sensors 91.56% 93.24%
Gyroscope only 95.63% 94.12%
Accelerometer only 56.88% 63.24%
Rotation vector only 75.94% 57.35%
Gyroscope + accelerometer 93.44% 93.53%
Accelerometer + rotation vector 80.63% 71.18%
Gyroscope + rotation veci 92.19% 93.53%

It also seems that sensors fusion is not alwaysb#dst option, and depends
largely on the proper selection of the ingrediemtsers. Filtering also depends
on the context, and in our case, it appears thatalheady filtered linear
accelerometer has less performance with more ifiierthe high pass filter,
despite more appropriate to extract occasional andlike keystrokes, could
leave the classifier with less than enough inforomato discern different keys.
Finally, it is important to note that all the resulrelated to sensors'
performances that we reported in this paper areceed with the application
of keystroke inference attack, or similar applicasi that involve classification
of sensors data into discernable zones on the tearelen. This might not be the
case in more traditional applications; e.g. gantingugmented reality.

It is worth mentioning that a key reason which ngakds attack an attractive
option from a perpetrator perspective is the loguireement for conducting the
attack in terms of security permissions. Androidesinot impose special
permissions to access the motion sensors. This snélamt any Trojan

application with a convincing benign purpose hasimited access to those
sensors. This fact has driven many researcherdvocate the enforcement of
more restrictions on sensors access through sgquettmissions, similar to
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those required to access more traditional sendgloestihe camera and sound
recorder.

6 Conclusions

Researchers have already started the study ofotieatfal of integrated sensors
on modern smartphones as a privacy threat. Otherwseful in numerous
benign applications, certain sensors could unwntegveal sensitive
information related to the input of the user. Aecemeters and gyroscopes in
particular, among other motion sensors, proved l@iah tracking subtle
(shakes) resulting from taps or keystrokes on tmargpphone touch screen.
Selecting the most appropriate sensor or combimaticcensors, along with the
right features, has much left to be researchethitnpaper, we reviewed only a
small set of the possible combinations of sensata dnd their treatment in the
implementation of the new keystrokes inferencechttapecifically on Android
platforms. The objective was to compare the retaperformance of different
built-in motion sensors, with respect to this dttac

Four sensors were compared in an experiment thpteiments the attack,
namely, the linear accelerometer, gyroscope, wtatiector sensor, and the
combined accelerometer and magnetometer synthetisos. Moreover, the
option of fusing more than one sensor is examifi@enrich the discussion
further, a couple of processing options for theebmmometer (filtering) and the
gyroscope (integration) are considered. The reshitsved a greater benefit of
exploiting the gyroscope sensor, or a fusion ofessv sensors (perhaps
excluding the sensors with magnetometer comporien) the perspective of
an attacker. As discussed in the article, appeghirmgessing in many other
applications of sensors could fall short of sentimg purpose of the attack.

For a future work, we vision an integrated solutibyat incorporates more

advanced processing of the accelerometer and g@peseadings to calculate

the resulting tilt, rather than rate of changettsd user taps. Fusing the right
balance of these two sensors in terms of feature@gpeeprocessing has the most
promising performance, we believe, based on thesntresults.
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Quadrangle Detection Based on A Robust Line Tracke
Using Multiple Kalman Models
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Abstract. Quadrangle and line tracking are essential for meesl world
applications of computer vision. In this paper, pr®pose a computational
efficient line tracker that can robustly and accusatedck lines in an image. W
use a multiple-modeikalman filter (MMKF) scheme, which can handle line
tracking accurately analbustly. The basic idea is to run N multiple -Kalman
filters in parallel. Each filter is configured to uaedifferent state transitic
model. All thefilters are updated by the measurement at the dameefallowing
the conventional Kalmarfilter update process. The final prediction is a
combination of outputs from all the Kalméfilter modules. After lines are
detected, we developed a scheme to merge thetbgether to become suital
guadrangles. The experimental result shows thaptbposed system cérack
lines and quadrangle robustly in real time. Theiltds useful in shape detecti
and should be suitable for building many mobilejgetor application:

Keywords: hough transforr; line tracking; multiple kalman filter;quadrangle
detection.

1 Introduction

In many applications, there is often a need tdktractangular and quadrangu
objects. For example, in our previous work, ther@ ineed for detecting a
tracking quadrangles from images to assist theepto-camera system fc
displaying virtial objects on a piece of white card board or pgd-[2].

In such a system, a camera and a projector are tswtwgether and facing t|
same direction.as in Figure 1. A user can movebtterd freely at a distant
away and the camera is capturing and calculatirgpibsition of the boar
relative to the camerargector pair. Hence, the desired image can bespreq
correctly onto the board. The user can freely mibwe very lightweight boar
as an interface to the computer to view moviedupés etc. There are plenty
applications for such systems. For mple, it can be used for a passenger
flight to watch movies, so the user does not needédw the fixed TV panel i
front of him. Moreover, this can also be used asaxhing tool for medic:
students, in that the student doctor can examiadrtarnal view of a humai

Received September12013, 1 Revision October™, 2013, 2¢ Revision November 2%.2013, Acceted
for publication November 272015
Copyright © 2013 Published by ITBurnal Publisher, ISSN: 23-5787, DOI: 10.564/itbj.ict.res.appl.2013.7.Z
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body by moving the board up and down to selectcibreect cross-sectional
view of the target object. The application potdnfiiet this setup is enormous.
To achieve the above goal, we need to detect thedbavhich appears to be a
quadrangle in the image captured by the cameraefdre, a robust quadrangle
detector is required. However, the previous syshkam a time lag problem,
when the board is moving too fast the detection ta&g up to 0.5 seconds to
complete, hence the image may appear to be laghetgnd the board.
Therefore, a more efficient algorithm for quadra&ndétection is a necessity. In
previous systems, the Canny edge detector and Hmegtransform [1]-[3] are
used to obtain the line features. Then an exhausesdch over the line
combinations is carried out to find four lines whizan form a good quadrangle.
Finally, the four corners of the detected quadraragke tracked with a particle
filter. Other approaches such as the one by Zhdagis slightly different; it
projects the edge map from a Sobel edge detectdhetdHough space and
carries out the exhausted search directly in thegHospace. Then, when a
guadrangle is detected, dynamic programming is eyepl to track the pose and
location of the detected quadrangle. We think ##tough these detection
methods can achieve acceptable results, the peafmencan certainly be
improved by adding Kalman filter based tracking.

Projector

Processing
Unit

Display
| surface
N

Figure 1 The camera projector system used in our previou& yig-[2].

We found that line tracking by Kalman filter (KF)][&nd extended Kalman
filter (EKF) have been investigated in the work ofll$/[6]-[7], the tracking
procedure is performed in the Hough space forbigiine tracking even partial
occlusion exists. And in [8], Condensation [9] iscaemployed for tracking the
set of lines in the Hough space. However, poor niagléen the Kalman filter
may lead to large estimation error [10]. For examidl the line is too close to
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the origin, Hough-based feature detection (thati€al filter depends on) would
be difficult to function. To address this problemmathematical scheme called
Multiple Model Adaptive Estimation algorithm (MMAE$ proposed to be used
[11] and the Multiple Model Kalman filter (MMKF) issed as a stochastic
version of MMAE in [11] and [12]. In this paper, wBvestigate the use of
MMKF and apply it to line tracking. We believe tiMMKF is useful to
improve the robustness and stability with littlersice of speed. The proposed
MMKF method is not only useful for tracking linegttmay also be extended to
handle other shapes such as polygons etc. We belsng this method we can
produce a robust line detector for even for lowtaosbile camera-projector
systems. Hence, a quadrangle detector based onlirikisdetector can be
achieved. In Section 2, the rationale and thegiesif our method will be
discussed. Section 3 is about the details of th@dementation. Experimental
results are discussed in Section 4 and we conthede/hole paper in Section 5.

2 Theory and Design

2.1  Introduction to Quadrangle Detection and Tracking

In many applications such as a projector-camereesygl], the display content

has to be projected onto the correct display reetian area. To achieve this, the
system must able to locate the display area andfihthe pose of it. Since the
display area can move freely in the 3D camera Viesstum and the projection

frustum, the rectangular display area is likel\oéodeformed into a quadrangle
by a perspective transformation. Therefore, we needethod to search for
guadrangles, which are built from lines. Henceplaust line detector is needed
in such applications.

2.2 Definition of a Quadrangle

As mention in the previous section, the displaypame targeted is a rectangle.
However, this rectangle is deformed into a quadeanigy perspective
transformation. Théth quadrangle);; is considered as a set of 4 straight lines

extracted in the imagigat timet and described a®,; ={l )l ..l .|}, ,where

lo, Ig: I+, I, are the distinct lines in the imageat timet and they are arranged in
an anti-clockwise order. A quadrangle is showniguFe 2(b).
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Figure 2 (a) Graphical illustration of the definition ofliae. (b) Illustration of
the quadrangle defined from linkg, wherep=1, =2, r=3, s=4.

2.3 Line Feature Extraction in Our System

The line feature is extracted by first using Progjkes Probabilistic Hough
transform (PPHT) [13]. It takes a binary edge imagenput and output a set of
lines that has votes larger than a threshold. Taerdwo more parameters, the
minimum line length and the maximum gap length. Tiieimum line length
not only specifies the type of line the algorithotput but also suppresses false
positive output. Due to rounding error, a long lsegment may be decomposed
into many short line segments. The maximum gapthkehglps joining those
short line segments together. The threshold, th@nmim line length and the
maximum gap length are specified by the user. Howedbe values of the
parameters are dependent on the application ansctree. Hence, the user has
to adjust the values for fflerent applications and scenes. Unlike the original
Hough Transform, PPHT has a shorter execution &intk therefore, it is used
in our application. On the other hand, PPHT retuhestwo end points of the
lines while the original Hough Transform returng tines in the form of,0
pair. Although extra steps have to be taken to tired,0 value in PPHT, it is
still faster than finding the two end points usihg edge map arh pair.

2.4  Automatic Quadrangle Detection

If the system is designed for graphic display agtions such as that in [1], the
quality of the image projected on the surface ipanant. To facilitate a good
projection, the rotation angle of display area $thawt be too large. Moreover,
the distance between the projector-camera pairtladlisplay should be in a
proper range. It is because if the projector isfavcaway, the projected image
might not be bright enough for human eyes undeghbrénvironment. If they
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are too close, the whole display area might notsben by the camera.
Therefore, we put a upper limit and a lower limitthe length of;,, 14, Ir and L.
The corners of the quadrangle should also be insideeamera view. Because
this quadrangle is a deformed rectangle by persgetiansformation and the
rotation of the display area is small, we obserttet there are some useful
properties in the quadrangle for detection. With lielp of those properties, the
system can quickly locate the quadrangle (instefadxbaustively exploring
every quadrangle) found in the image.

Therefore, our aim is to develop a set of rulegjisdrangle detection. The first
observed property is that the opposite sides amosdl parallel. The angle
between the linek, I of the quadrangle is small. Moreover, it is troe the
line I, and L. Similarly, the second property is that the adjastdes are almost
perpendicular to the each other. That means thie &etween the adjacent lines
is around 90 The last property is the ratio between the adibe&les. These
ratios are close to the original rectangle. Wewdetithe detection criteria from
all these observations. A candidate of the possllgplay area is a quadrangle
that passes the detection criteria as follows:

1. The opposite sides are almost parallel.

2. The adjacent sides are almost perpendicular to @heh.

3. The corners of the quadrangle should be insidénthge.

4. The lengths of the four sides are within the lolirait to the upper limit.
5. The ratio between the adjacent sides is closectdiplay area.

In Figure 3, (a) is the image frame captured, ghihe edge map produced by
using Canny edge detector, (c) is the lines dealeaising progressive
probabilistic Hough transform and (d) is the resail drawing the lines on
current frame. Lines are extracted from the image¢.us assume N lines were
found in the current image framie The total number of quadrangles can be
formed by all thes#l lines is

(N)_ N! _ NON-D(N-2)(N-3) (1)

4) 4N -4)! 41

Since the number of quadrangles grows V@), it is impractical to examine
all the quadrangles. Instead of using all N lireform quadrangles, the system
can select distinctive lines, uses them to constuadrangles and tests them
with the criteria. We observed that a long stromigee may be divided into
multiple short lines during the line detection phathese small segments will
induce a lot of duplicated parallel line pairs g®lpendicular line pairs. All the
duplicated line pairs are referring to the same [iair formed with the same
strong edges. Therefore, the time spend on thelatilen on the duplicated line
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pairs is wasted. To overcome this problem, datateting techniques will first
be applied to the set of lines and similar lines put into the same cluster.
Similar lines are determined by calculating theilsirity score defined as the
following.

(a)

Figure 3 Edge points and lines extracted from a real image.

The similarity measuremers(|, I;) is the Euclidean distance between the
closest point of the two lingandl; . The closest poirg of the linel; is

(r cos@ )r sing ) hence
S(1,1)=38(1,1)=4(c-¢)(c-¢)
The lines are similar if and only §( 1, ) < threshold
Similarly, we can define lines that are (i) paral{g) perpendicular in a similar

fashion. Therefore those lines that satisfy pdralte particular criteria will be
grouped together to become quadrangles.
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2.5 Line Tracker and the Problem when the Line is Closéo the
Origin
A line segment can be defined by its two end-poiHt®wvever, occlusion of
these two end-points is unavoidable in many realdwgtuations. In this paper,
a line L is represented by using the conventiomdrpcoordinates of and6
[3]. The pointC is the closest point between the line and theiror{gf the
coordinate system used), ands the shortest distance between the origi@.to
In addition, 8 is the angle between the horizontal axis and #wov from the
origin toC. Thex-y coordinate ofC is tracked using the Kalman filter.

A single Kalman filter scheme alone cannot yieldjoesult especially when
the target line is near (e.gis only a few pixel long) or almost passing throug
the origin. To solve this problem, we propose te wsultiple independent
Kalman filters to track a line, i.e., each Kalmatefiluses a different coordinate
system with a different center (origin). To makis tkffective, we need to select
the relative positions of the (=3) coordinate systems so that the origins are not
collinear. The effect is even if a line is closetbe origin(s) of one or two
coordinate systems it would be far away from thgis of the other coordinate
systems. We believe that by using this multiple el®@dcheme, the prediction
accuracy and reliability can be improved.

2.6  Kalman Filter Design

Thex,y coordinates of the closest point C of a line bééng tracked using the
Kalman filter (KF). We assume the closest point igsvimg with a constant

acceleration, and the motion in batkaxis andy-axis are independent and
linear. The motion of the closest point C can b&cdbed using the equation of
motion as follows:

X =X+ X_lAt% %, (09’

= X+ XAt
X=Xa+X )

. 1 ,
Yo=Y, t X—1At+z ¥—1(A t)2
Y = Yt VAL
wherex, X andX, are the displacement, velocity and acceleratiepaetively

of the closet point C in frame in the x-direction. Similarity, y, \y, andy,are

the displacement, velocity and acceleration reggegtof the closet point C in
frame i in the y-direction. At is the time interval between two consecutive
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frames. The state matrix and the measurement mattrike Kalman filter at
time t are:

. .17 T
X=x % ¥y ¥'. z=[x ¥ 3)
Derived from the equations of motion, the statenditton modelA and the
observation model H are:

1 At 0 O
0 1 0 O {1 00 (j
A= , H= (4)
0 0 1 At 0010
0 0 0 1
(at)"  (at) 0 0
4 2
() v
5 (at) 0 0 05 0
Q= : 'l o o0s ©
0 0 (at)”  (at) -
4 2
0 0 % (At)*

Where the noise covarianceQsand measurement noise covariande. is

2.7  Our Multiple-Model Kalman filter Line Tracing Algori thm

The multiple-model Kalman filter (MMKF) paradigm is useddur tracker.
Figure 4 shows the overview of our line track&ris the measurement at time
k. And it is transformed to the coordinate system of ittle Kalman filter
(denoted a¥KF;) by the transformatioil; into Z, ;. State X;is the prediction of
the state of the closest point in the next frame byi-theKalman filter. All the
prediction results are transformed back to one common coordipstem by
applying the corresponding inverse transformatiodi*(TFinally, a line fitting
function will be applied to find the final prediction of the line.

The advantage is discussed in [12]. In our tracker, each diies a different
coordinate system. And if the origins of all these coordisgistems are not
collinear (as discussed earlier), the line cannot pass thtbegh origins at the
same time. This is to ensure that even whanone model is small, the values
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of r in other models are large enough to give a correct result. Edéecpon of
each sub-Kalman filter is the position and velocity of the slopeint. By
discarding the velocity terms, we can obtain a set of slo&8) points that
should lie on a straight line as shown in Figure 3(a). Weusa a least squares
fitting method to find a best fit line that minimizes the summfage errors
among the line and closest (C) points.

Zr1 | Xka [ X1
y Ti(z) | - KF, — Ty ()
7 Zia | Xia | 1 Xk.o X
F Iy |22 ke, {15 () ~-Best Fit Line| ~
 Zen Xk oo X
L @) 222 KF, ki Sgetioyl] < ki

Figure 4 The overview of the line tracker. KFi=the i-th Kamfilter.

3 Experiments

To evaluate the robustness and stability of our proposed trackeigenerate a
set of synthetic data to simulate different kinds of movesjeng. motion with
smallr and complex motions with mixed translation or rotation. In tha det,
the two end-points of the lines are given. The length ofitieeis not fixed for
some data set to simulate the lines extracted in real snage overlap ratio,
defined in [12], is used to evaluate how good the line trackegrferming. We
first draw the predicted line (ground truth) with n pixels khiit becomes a
ground truth range of a line) and draw the line found by our algorithtopoof
it.

The overlap ratio is the percentage of the number of pixXelsedine detected
inside the ground truth range over the total number of pixelshefline
detected. If the line found is completely inside the grounthtrange, the
overlap ratio is 100% and so on. The width of the ground traige is to
provide a certain tolerance for the results. Because therg lme error
accumulated in different processes like Canny edge deteEtaargh transform
and rounding error in the calculation. The width is set tox@lpthroughout all
the experiments conducted, see [12] for details of the definitimverlapping
ratio.
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Overlap Ratio in Pure Traslation Motion
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Figure 5 Overlap ratio in Pure translation. Our approacBKs-.

3.1 Experiment 1: Translation Performance

To compare the performance between trackers, 20 randomlyatgshdine

segments with pure translation motion in 24 directiofisX8°, 30° and so on
until 345°) and 3 different speeds (1, 2, 3 pixels per frame) aredte¥he

trackers are tested in 20 consecutive frames. The avetageof all lines in the
same directions are shown in Figure 5. We can see thairtposed 3KF can
slightly improve the performance in term of accuracy arlilgtia

3.2 Experiment 2: Rotation Performance

In this experiment, the value of r of the line is fixed to 10aB0 100 pixels.
For each value of r, the angular velocity is set%d?, 4°, 8 and 16 degrees
per frame. We record the performance of the tracke2 iinames. The average
scores are shown in Figure 6. The score of 3KF drops below 2884 the
angular velocity reaches 4 degrees per frame and highall tested value or r.
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3.3  Experiment 3: Real Video Test

In a real video test, a white cardboard is put on a sieeeen so that the
cardboard can be easily detected. The camera is mowety fbut slowly.
Figure 7, in the first row, the left picture shows the shap of the system at
frame 41 of the testing video, the right picture shows thelrqngle detected.
Figure 8 shows the case for frame 42. The system is now usimqetictions
of the trackers to form the quadrangle.

Overlap Ratio in Pure Rotation Motion

r = 10 pixels

100%

75% \
50% \
25%

0%

Overlap Ratio

100%

75%

50%

Overlap Ratio

25%

0%

100%

75%

50%

Overlap Ratio

25%

0%

Angular Velocity in degree/frame

Figure 6 Overlap ratio in pure rotation motion. Our approacBKF.

Figure 7 Lines (left) and a quadrangle (right) is detected ahown at frame
41.
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Figure 8 shows the case for frame 43 of the sequence. Theamsiated to
extract lines for the top and bottom of the board. Howevercare use the
prediction ability of the trackers for the top side and bottide toform a
quadrangle using owReal-time Quadrangle Tracking Method mentioned in
Section 2.

Figure 8 Lines detected and a quadrangle le is trackedater43.

4 Conclusion

The work investigates how we can robustly detect and track aaqugeiin real
time. Since a quadrangle composed of four lines, so a rdibestracker is
required. A line tracking method adopting the Multiple Model Kainfigter
paradigm is proposed in this paper. Each Kalman filter worksa cstate
transition scheme based on a particular coordinate systeporBlyining all the
outputs of these Kalman filter modules, we can produce rdimgstracking
results. In our tests, we show that our three-Kalman methperbotms the use
of a single-Kalman or two-Kalman filter schemes esplgcighen the line is
close to the origins of one or two coordinate systems. Isis liggested that
the choices of the locations of the coordinate systems magctathe
performance, and selection of these coordinates may be a figsearch
direction. The lines detected are then used for quadrangletidete©ur
algorithm is also very efficient, and even a small embedgisttm can process
a line at 200 frames per second. We believe using this methodaduce a
robust line and quadrangle detection module for low-cost mobilecagiphis.
The next step is to merge it with our existing camera-prdjased handheld
display system [1] to improve its speed and accuracy. As medtionéhe
introduction there is time-lag problem when the board is movingfdset, we
hope this efficient quadrangle can solve this problem. Moreoverar® also
exploring a hardware approach for line detection and quadrangletidet. As
we have seen, the line detector requires the Canny edgetatethich takes up
a heavy resource for the calculation of the image gradigviésfound that
image gradients can be easily calculated by simple stibtraaf pixel values
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direction sent from the camera image bit stream, anchibeamplemented by
logic gates using an FPGA (field programmed gate array) byardware
language VHDL or VERILOG. The advantage is not only it fcieht, it is
also economical and power saving because expensive and power-matgry
processors can be replaced by simple logic gates. So, our prajactera
system can be easily integrated into mobile phones or otherentt®iices.

Acknowledgement

This work is supported by a direct grant (Project Code: 205046%8) the
Faculty of Engineering of the Chinese University of Hong Kong.

References

[1] Leung M.L., Lee K.K., Wong K.H. & Chang M.M.YA Projector-based
Hand-held Display SystemlEEE CVPRO09 , Miami, Florida, United
States, pp.1109 — 1114, June 22-25, 20089.

[2] Lee K.K,, Leung M.C., Wong K.H. & Chang M.M.YA Hand-held 3D
Display System that Facilities Direct Manipulation of 3D Virtualj€is
VRCAI2009 in Yokohama, pp.65-70, 14-15 Dec, 2009.

[3] Duda R.O. & Hart P.E.Use of the Hough Transformation to Detect
Lines and Curves in Picture€ommun. ACM, 15, pp.11-15, January
1972.

[4] Zhang, Z.,Visual Panel: Virtual Mouse Keyboard and 3D Controller
with an Ordinary Piece of PapgerWorkshop on Perceptive User
Interfaces. ACM Press, pp.1-8, 2001.

[5] Welch, G. & Bishop, GAn Introduction to the Kalman Filtef,echnical
report, Chapel Hill, NC, United States, 1995.

[6] Hills, M., Pridmore, T., & Mills, S.Object Tracking through A Hough
Space Proc. Visual Information Engineering, VIE 2003, pp.53-56, 2003.

[71 Mills, S., Pridmore, T. & Hills, M. Tracking in a Hough Space with the
Extended Kalman Filterin Proceedings of the British Machine Vision
Conference (BMVC2003), pp. 173-182, September 2003.

[8] French, A., Mills, S. & Pridmore, TCondensation Tracking through A
Hough SpacelCPR2004, Cambridge, United Kingdo#, pp.195-198,
2004.

[9] Isard, M. & Blake, A.,Condensation: Conditional Density Propagation
for Visual Tracking International Journal of Computer VisioBY(1),
Kluwer Academic Publishers, pp. 5-28, 1998.

[10] Fitzgerald, R.,Divergence of the Kalman filtetEEE Transactions on
Automatic Control 16(6), pp. 736-747, 1971.

[11] Aguiar A.P., Hassani V., Pascoal A.M., & Athans Mientification and
Convergence Analysis of A Class of Continuous-Time Multiple-Model



150

[12]

[13]

Hung Kwun Fung & Kin Hong Wong

Adaptive Estimatorsin Proceeding of the 17th IFAC World Congress,
Seoul, South Korea, 2008.

Fung, H.K. & Wong, K.-H.A Robust Line Tracking Method Based on A
Multiple Model Kalman Filter Model for Mobile Projector-Camera
SystemsThe 4th Int. Conf. on Electrical Engineering and Informatics
(ICEEI 2013), Kuala Lumpur, Malaysia, 24-25 June, 2013.

Matas, J., Galambos, C. & Kittler, Rpbust Detection of Lines using the
Progressive Probabilistic Hough TransfornComput. Vis. Image
Underst.,78, pp. 119-137, April 2000.



J. ICT Res. Appl., Vol. 7, No. 2,2013, 151-163 1561
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Abstract. One of the major challenges due to spectrum sgamgitmodern
wireless communication is on antenna design thatssave a non-contagious
frequency spectrum. In this paper, wideband andibaund design approaches
are proposed to produce antennas that can serimsawrireless technologies
using different frequencies from 2.3 to 6.0 GHzyering WiFi frequencies at
2.4-2.48 GHz, 5,15-5,35 GHz and 5,725-5,825 GHz,wedl as WiMax
frequencies at 2.3-2.4 GHz, 2.495-2.695 GHz, 383&31z, and 5.25-5.85 GHz.
The wideband and multiband antenna were implemeortean 0.8 mm thick of
FR4 epoxy dielectric substrate with permittivity4.3. The return loss of 10 dB
can be achieved for 2.3 to 6 GHz in wideband argeand a tripe band of 2.3-
2.8 GHz, 3.3-3.7 GHz, and above 4.6 GHz in multtbantenna. The gain of
both antennas increases almost linearly from 0tdB3aGHz to around 4.5 dB at
6 GHz, except for the stop band at 2.8-3.3 GHz twlhias a significant drop of
gain, corresponding to the stop frequency bandewm radiation pattern is
bidirectional at x-y plane and nearly omnidirectibat y-z plane, and shows a
similar patern for both wideband and multiband glesipproaches.

Keywords: antenna; microstrip; multiband; wideband; wireless communications.

1 I ntroduction

Rapid development in wireless communications systemas demanded
multiband or wideband antennas to support differémthnologies and
standards. Wireless Local Area Network, now hasouarstandards, i.e IEEE
802.11 b/g as one of WLAN standard operating ajueacy ranging from 2.4
GHz to 2.48 GHz, while IEEE 802.11a/g is using fregcy from 5.15 GHz to
5.35 GHz or 5.725 GHz to 5.825 GHz. Those WLAN dtads are designed for
short range of up to approximately one or two heddmeters from the
transmitter (WiFi standard). Other standards, sashlEEE 802.16 d/e is
designed to obtain wider coverage operating atrdtbguencies, and is known
as WiMax technology. WiMax has various frequendpadtions and differs
from country to country. In Indonesia frequency d&of 2.3-2.4 GHz and 3.3-
3.7 GHz have been assigned to support WiMax tedgyolTherefore, there is a

Received October®1 2013, Revision November 102013, Accepted for publication Novembef'28013.
Copyright © 2013 Published by ITB Journal Publish86N: 2337-5787, DOI: 10.5614/itbj.ict.res.appl3.7.2.4
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need to produce antennas that can accommodateediffrequency bands to
support different technologies and standards.

There are several papers on dual band or multi batehnas to comply with
the 802.11 a/b/g and IEEE 802.16 d/e standards. dtiwal. [1] proposed
inverted-F antenna that can cover the 2.4/5.2 GHAMbands. Rajgt al. [2]
proposed coplanar antenna printed on FR4 whichatgeron 2.4/5.2/5.8 GHz
bands. Wugt al. [3] reported dual broadband slot antenna, in wiwveh wide
resonances were obtained by using a U-shapedistgp at the center of the
slot antenna on a substrate with relative perniigtiof 4.7. Another technique
to make a compact microstrip antenna can be fonrid]j which also present
many issues related to recent development in di@gjgnompact antenna
technologies. Motivated by Chen, et.al [5]-[7] ado by [8], in this paper we
propose to design and fabricate an antenna pra&diyat has wideband and
multiband charactersitics.

The rest of the paper is organized as follows.i&e@ presents the wideband
and multiband antenna design and simulation. Secdiodescribes antenna
fabrication and measurement. Section 4 presenysinadnd discussion, and
finally, section 5 summarizes and concludes theesntorks.

2 Antenna Design and Simulation

21  Wideband Design Approach

Wideband antenna in this proposed work constitusescircular patch
implemented as shown in Figure 1(a), which is thesdified by creating a
circular cut to produce the desired wideband cheretics as shown in Figure
1(b). The proposed antenna was designed and imptetheising FR4 epoxy
dielectric substrate with dielectric permitivity= 4.3 and thicknegds= 0.8 mm.
Figure 1(a) shows the basic design of widebandnaatd9]. The antenna
consist of circular patch and a CPW-fed line [10}]f The CPW fed line
consist of a center strip and two finite squarelpes of the same size that are
situated symmetrically on each side of the certi@p acting as groundplane.
To produce a wideband characteristics between 2und 6 GHz frequency
band, the circular patch has radius@f 16 mm or diameteb = 32 mm, a
center strip widthS= 2.4 mm and a CPW ga@/ = 0.2. The other dimension
areP =50.9 mmL =33 mmGr = 16 mm,G_ = 15.1 mmH; = 1.3 mm, andH,

= 1.6 mm. This antena has return loss of < -10aB 2.1 — 5.0 GHz showing
a wideband characteristic. However in our caseneed to extend the design
bandwidth of up to 5.9 GHz in order to cover higgnd WiFi and WiMax
frequencies. To achieve that, we use similar teghnivith [12]-[13], in that we
first truncate the circular patch by decreasingiéimgth ofQ as shown in Figure
1(b). It's observed that by cutting the circulatgba the bandwidth becomes



Antenna Design for Modern Wireless Communications 153

wider, but it causes shifting the low frequencyatbdigher frequency limit. By
properly adjusting the length of the cutting edgeadecreasing the lengl, a
new wideband frequency from 2.3 GHz to 6 GHz caolitained.

L e L

"
L Y

(@) (b)

Figurel Wideband antenna: (a) Circular patch with 2-squgoeind plane, (b)
Truncated patch to extend antenna bandwidth [13].
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Figure2 Return loss characteristic of truncated circuldcipantenna.
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Figure 2 Continued. Return loss characteristic of truncated circulatcipa
antenna.

Our next step is to improve impedance matchingigit frequency, as we can
see from Figure 2 that return loss is still critiaafrequencies higher than 3.5
GHz. To do that, we then conducted parametric staglyadjusting the gap
width, W, and the lengthd; andH,. This process shows that by decreaswg
impedance matching at frequency higher than 3.5 Gfzimprove, while by
increasingH, return loss in all frequency can improves, busiaccompanied
by shifting the frequency resonance to the highequency. In addition,
increasingH; can deteriorate the return loss and also shifting tbgomant
frequency to the lower frequency. Optimum resultpimduce the desired
frequency band for return loss characteristic s 10 dB can be obtained
when the dimension & = 5.6 mm, H; = 0.5 mm, andH, = 1.5 mmW = 0.3
mm. By setting the overall dimension®=40 mm and. = 33 mm, we obtain
the dimension oD = 32 mm,Gp = 16.1 mmG, = 15 mm, and& = 2.4 mm. Fig.

2 shows simulation result from this process whenvasy the length 0@, Hy,
H,, andW.
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From Figure 2 we can see that to cover the lowerdbaf 2.3 GHz, the
dimension ofQ = 16 mm shows better performance than other dimessthe
dimension ofH; is rather loose, but the dimensionHyf= 1.7 mm andV = 0.2

mm exhibit the best lower band characteristics.

2.2 Multiband Design Approach

The multiband antenna design approach was perfobydchposing a pair of
rectangular slot onto the circular patch in order dreate stop band
corresponding to the undesired frequency in thetspa of between 2.3 to 6.0
GHz. Then otimizing the desired antenna bandwidith @enter frequency was
then performed by varying the dimension of rectéagsiotL, andP; as shown

in Figure 3. However, the gap of CPW fed line ane ground planey, the
length of the circular cutl;, and the gap between circular patch and the ground
plane,H, were affected and need to be readjusted.

Figure3 Design of the multiband antenna.

Figure 4 (a) shows the effect of rectangular sloteshsionPs andLs, as well as
the length ofXs on VSWR; while the effect dfl; andH, are shown in Figure 4
(b) and (c) respectively.

From Figure 4 (a) we can see that the rectangldadsnension to produce stop
band characteristics around 2.8 GHz is better wherl7-17.2mm, L; = 8-10
mm, andXs = 6 mm. Then the process is followed by readjgstine gap
dimension of ground plane to obtain the desired fs1ds characteristic. By
keeping the dimension &~ 0.2 mm obtained from Figure 2(d), from Figure
4(b) and (c), we can see that the best obtainads pands that is most suitable
for the desired frequency bands was found wherdimensionH; = 3.2 mm,
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andH, =1.6 mm to produce tripleband characteristics,4.8-2,8 GHz, 3.3-3.8
GHz, and the upper band above 4.6 GHz.
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Figure4 Simulated dimension of the multiband antenna deajproach.
As we can see from Figure 4, the multiband antesitaacteristics is triple

band with the low band of 2.3-2.8 GHz to accomodateWiFi/WiMax and
new generation of cellular technology, the midlendaf 3.3-3.7 GHz for
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WiMax and extended C band applications, and abo&eGHz to provide for
various modern wireless spectrum.

3 Antenna Fabrication and M easur ement

The antenna prototypes fabricated using multiband aideband design
approach are shown in Figure 5(a) and (b), resgeygtiAntenna characteristics
have been tested by measuring its parameterscylarty VSWR/return loss
and antenna gain, to validate the simulation reasltwell as to verify the
antenna design specification. Measurement of VSWReturn loss is most
important because our proposed research is to peodideband and multiband
characteristics with sufficient impedance bandwigtfuirement.

Wﬁimﬁm;m -

(@) (b)
Figure5 Antenna fabrication: (a) Wideband, (b) Multiband.

Figure 6 shows the measurement results to valithatesimulation of VSWR,
return loss, antenna gain, and antenna radiatitterpafor wideband type of
antenna.

We can see for the wideband antenna shown in Fi§uret for VSWR = 2
(equal to return loss of - 9.54 dB), wideband cbi@ndstic can be achieved for
frequency that is higher than 2.3 GHz up to 6 Gidmf simulation and can go
beyond 6 GHz from measurement results. At frequémtyeen 2.5 to 3.5 GHz
VSWR/return loss is better because our basic dasidpased on that resonant
frequency [5]. Comparison of VSWR/return loss beawesimulation and
measurement results exhibit a variation, but be#lults comply to the required
specification. The gain measurement and simulagbows that the gain
obtained from measurement shows only slightly lotkian that obtained from
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simulation, which increases almost linearly witeguency from O dB at lower
band of 2.3 GHz to approximately 4.5 dB at 6 GHzjfrency band.
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Figure6 Wideband antenna measurement results.
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X-Y Plane

Measurement Simulation

(d) Radiation pattern
Figure6 Continued. Wideband antenna measurement results

Figure 7 shows the measurement result to validegesimulation of VSWR,
return loss, antenna gain, and antenna radiatitterpdor multiband antenna.
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Figure7 Multiband antenna measurement result.
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Antenna gain (dB)
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Figure7 Continued. Multiband antenna measurement result.

Measurement results for multiband antenna showRigure 7 exhibit close
agreements with the charactersitics obtained frionulation. We can see from
Figure 7 (c) that the gain measurement variesgalbe frequency band, but its
average shows only slightly lower than that obtdifrem simulation, which
increases almost linearly with frequency from OatBower band of 2.3 GHz to
approximately 4.5 dB at 6 GHz frequency band. Hawethe multiband
antenna gain shows a significant drop at frequétyween 2.8-3.3 GHz, which
corresponds to the stop band between low and rfredgiency. Therefore, the
antenna gain exhibits a similar behaviour for batkdeband and multiband
antenna, except at the stop band. We can alsa@®eFHigure 6 (d) and 7 (d)
that antenna radiation pattern shows a bidirectidraizontal (x-y plane)
pattern, and exhibits near omnidirectional vertigakz plane) pattern, which is
not shown in the picture.
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4 Discussion

From extensive simulations of wideband antennagdespproach, we have
seen the effect of circular truncation, as wellheseffect of other dimension, i.e
the gap between feed line and rectangular grouadeplthe gap between
ground plane and circular patch, and dimensionrefigd plane on the antenna
bandwidth. The resonant (centre) frequency seentsetoather insensitive to
any changes of circular truncatioQ)( This can be explained that basic design
of circular patch can be retained. Circular truimcat(Q) can change the
behavior of higher frequency above 3.5 GHz. Thelgatpveen circular cut and
the edge of the antennid,] is insensitive to the behavior of center frequyeas
well as to the antenna bandwidth characteristichigher frequency band.
However the gap between circular patch and thersggaund planeH)) is
sensitive to center frequency as well as to theateh of higher frequency
bandwidth. The gap between feed line and the sqgerend plane patch is
most sensitive to center frequency and higher #aqy characteristics.

We also have seen that multiband antenna desigoagpcan be conducted by
creating a pair of simetrically rectangular slottbe circular patch to produce
undesired stop band along the frequency spectratrhés been obtained in the
wideband design. Once the stop band is producedjehired center frequency
and bandwidth can then be obtained by retuninggtpe between circular cut
and ground plane, the gap between circular cutthedantenna edge, and the
gap between the fed line and the ground plane. Tais be explained that
multiband antenna characteristics can be createdinigyosing radiaton
perturbation to the patch in order to produce stapds.

5 Conclusion and Further Study

Antenna prototypes that cover all Wi-Fi,WiMAX, aather upcoming modern

wireless communication system wich occupy frequenayds of between 2.3
and 6 GHz or above have been designed and impletham FR4 substrate
successfully. The antenna design has been condusieg both wideband and
multiband approaches. The wideband design approasiproduced an atenna
characteristic that covers the frequency of 2.3GH&. Wideband characteristic
is produced by modifying a basic circular patchhmgjuare ground plane by
cutting the patch and by adjusting the square gtoplane to widen the

bandwidth at the higher frequency band.

The multiband design approach has produced a toigiel characteristics with
the low band of 2.3-2.8 GHz to accomodate for WikMax and new
generation of cellular technology, the midle bafidB33-3.7 GHz for WiMax
and extended C band applications, and above 4.6 tGHhrovide for various



162 Adit Kurniaowan & Salik Mukhlishin

upcoming modern wireless applications. The widebantena gain shows
increasing gain with the frequency from 0 dB at @3z to around 4.5 dB at 6
GHz; while the multiband antenna gain shows a wamjlar result with that of

the wideband, except for the stop band at 2.8-342 ®hich has a significant
gain drop, corresponding to the desired stop frequdand. Antenna radiation
pattern is bidirectional at x-y plane and nearlynatirectional at y-z plane, and
shows a similar patern for both wideband and maitttbdesign approaches.

Antenna measurement results show good agrement théth obtained from
simulation. Slight deviation was found in the measwent of the return loss for
wideband antenna,but still meet the specificategquirements. The multiband
antenna requires more complex design comparedatoofithe wideband type.
However, multiband antennas have an advantagetbgexideband antenna in
terms of prefiltering capability, in that any uniled frequency spectrum
coming from other system or spurious emssion carejgeted at the receiving
antenna front end.

In order to obtain more number of frequency bamdthe multiband antenna
design, our next study would focus on a more chglleg design that can
produce more thatn triple bands antenna, so thatatitenna can provide
prefiltering process for more technologies and i@ppbns with different
frequency spectrum allocation.
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Abstract. Text normalization is an important technique in wtoent image
analysis and recognition. It consists of many ppepssing stages, which inclt
slope correction, text padding, skew correctiorg atraight the wring line. In
this side, text normalization has an important lialenany procedures such
text segmentation, feature extraction and charsagognition. In the prese
article, a ew method for text baseline detection, straightgniand slan
correction for Arabic handwritten texts is propas&de method comprises a
of sequential steps: first components segmentatfondone followed b
components text thinning; then, the dtion features of the skeletons are
extracted, and the candidate baseline regionsedegndined. After that, selectic
of the correct baseline region is done, and finallye baselines of &
components are aligned with the writing line. Ex@erimentare conducted on
IFN/ENIT benchmark Arabic dataset. The results shimat the proposed methi
has a promising and encouraging performe

Keywords: Arabic handwriting script; baseline detection; handwrittertext
normalization;preprocessin; slant correction; sub-word extraction.

1 I ntroduction

For languages written horizontally such as the &rddénguage (see Table :
the text line virtually splits into three regiongpper, middle and lower regio
[1]-[2]. The upper region contains upper dots, uppecritic, and ascender
The middle or the baseline region is the main pathe characters, where t
loops and connection points between charactersHiaglly, the lower regiol
contains descenders, lower dots and lower dia¢3]-[4].

In Arabic-text writing baseline is defined as an unreal horiabstraight line
where all characters lay and join in a specifict pdreach charactels]. In
Arabic printed texts, the baseline is detected ligday using the horizont:
projection histogram. This done by finding the row that contains the higt

Received September’232013,Revisi0n October™, 2013, Accepted for publication Novembei"28013
Copyright © 2013 Published by ITB Journal Publish86N: 233-5787, DOI: 10.564/itbj.ict.res.appl.2013.7.2
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number of foreground pixels as shown in Figure .1f&8vertheless, there are
problems in using this method on the handwrittesh seich as the existence of a
wide variety of free writing styles and irregulgrih sub-words alignment. This
problem appears when one of these six lettdrg ¥ " is located in the
beginning or middle of the word, leading to an maate detection of a straight
baseline for the text, as shown in Figure 1(b).dustradicts the definition of
baseline as stated earlier in this paragraph. $laoiilem occurs if the vertical
primitives of the text are standing in slant form the text baseline. The text
slant existence affects directly in many processefocument image analysis
especially in character segmentation process thatthe vertical projection
histogram.

Tablel Arabic Letters and Shapes in the Position of a.Text

Beginning | Middle End Isolated Beginning | Middle End | solated
- = 1_ | —a —a Ua— Ua
- —_ - - —k —b | 8
—3 i L. & Lk . L L
4 i S & —< — = ¢
N —_ — z 3 —a - «a
A s = ¢ 3 5 G k)
- = A 2 < < E 4
- = i kY . 1 4 Jd
= - o= B) — — — 3
- - o 5 — — | o o
—u — e o —a — “ °
—d —i | U .- = = — g
—a —a— | v ua — —_ - ¢

In this work, a text normalization method for baseldetection and slant
correction in handwritten Arabic-text for characesgmentation purposes is
proposed. The method consists of several stepshveie: components labeling
and segmentation, components text thinning, skedetdirection features
extraction, candidate baselines regions deternoinatorrect baseline region
selection, components baselines alignment and gstantection. Set of
experiments are conducted on a benchmark databiadeabic handwritten text
called IFN/ENIT. The result is compared with a sétwell-known methods
such as Pechwitz [6], Farooq [7], Boukerma [8] athorizontal Projection
Histogram [9]-[11]. The results of the proposed moet show a better
performance than the previous methods. This papesists of five sections:
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introduction to the study, the relevant literatutbe proposed framewor
findings of the study, and finally the conclusiondarecommendations fi
future studies.

D) e

(a)
ot e— [ 1,

(b)

Figurel The Result ofJsing the Horizontal Projection Histogram Method-[9]
[11] in Baseline [@tection for Arabi(Text: (a) Success on a printed text, (b)
Failure ona handwritten te.

2 Redated Studies

Pechwitz proposed study on baseline detection method based on poiyly
approximated skeletoprocessing6]. A study conducted by Farooq propo:
another method that uses a -step linear regression, which is applied on
local minimal points of word contou7]. This latter method proved to be
better one compared to the previous study done dphwitz. However, th
results of both of these methods contradict thelbesdefinition. The probler
with these methods is that the linear regressigariihm does not ork well on
unaligned text.

In another study, Boukerma proposed an algorithrthatethat uses a pie-
wise painting scheme to estimate the baseline éytiiying a set of points use
in the estimation proces8]. However, this method is defective in caséehere
large diacritics and small characters exist. Gndther hand, Ziaratbzet. al.
proposed a baseline estimation algorithm using napl@e matching and
polynomial fitting algorithm 12]. However, this method is less effective
texts containig short words, dots and diacriti

A study conducted by Boubaker proposed a baselgtecdon method fc
thinning text [13. This is done by finding the relation between tegt's point
of alignment and their trajectory neighbor diresioHowever, tr algorithm is
not effective on short words that consist of onlgolated character
Nagabhushanet al proposed an algorithm method that uses a -wise
painting scheme to identify points that are use@dtimate the baselin14].
However, this algathm method is less effective on large diacriticsl amall
characters.
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From the above studies, it is obvious that moghe$e methods are influenced
by many factors such as diacritics, isolated characlong words as well as
binding points between the characters.

3 The Proposed M ethod

The detection process of baseline location is wegful in extracting accurate
information such as writing directions, ascendedgscenders, dots and
diacritics. Irregularities in Arabic script handtimg style lead to irregularity in

the writing of straight text components. A straidfatseline detection and text
slant correction are crucial steps in the pre-psicg stage as a text
normalization process.

As discussed above, most methods did not detectdfrect baseline in texts
consisting of short characters as well as of latigeritics. To overcome this
problem, a framework is proposed here to estim&i@saline for each sub-word
separately. Then, the estimated baselines aretasestimate a straight writing
line for the whole text. Figure 2 depicts the pegd framework.

The process steps of the proposed text normalizatie as follows:

Step 1. Binary the text imageThis is done using Eq. (1) from the method
proposed in [15]-[16] (Figure 3(a)) as follows:

2
Ty =my, — D O 1
w = T (mg+ ow)(9 adaptive+ow) ( )
whereTy is the thresholding value of the binarization vandm, is the mean
value of the pixels in the windowr, is the mean value of the global image
pixels; oadapiive iS the adaptive standard deviation for the windew;is the
standard deviation of the window.

Step 2: Extract theconnected components (sub-words) from the text image.
This is carried out using the method proposed T (Eigure 3(b)).

Step 3. Keep the main sub-words body onlfghis is important since the

presence of noise and dots affect the processdfdkeline detection. This step
works as the following; for components with theestf less than a threshold
value {T,) when calculated by the Eq. (2), they will be rewuh
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Figure2 The Proposed Framework for the Normalization of dVertten
Arabic Text.

Y black pixels

)/ Ve - (2)

where 3¥/<4.V, is a non-constant value that depends on the $izeige, dots
and diacritics.

T, =
1 number of connected components

Step 4: Text skeletonA robust text-thinning algorithm [18] is applied éasure
that the size of the width of the text skeletomxactly one-pixel, as shown in
Figure 3(c).

Step 5: Text skeleton pixels analysiBerform a set of direction features [19] on
the text skeleton to detect the horizontal andicedradjacent pixels to draw a
closed shape, where each one of them takes a uiapet L, L, and L
respectively as shown in Figure 3(d) as follows:
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Closed shapes are detected using connected contpgecknique [17] and

are labelled by &

The rest of pixels are labelled based on theiticglahip with the 8-niebour

adjacent pixels.

« All pixels that are adjacent horizontally are labelwith Ly.

¢ All pixels that are adjacent vertically are labéligith L.

* Remaining pixels are labelled with;lor Ly that are labelled based on
their neighbour labelled pixels.

Step 6: Baseline detection and straightening

The steps of baseline detection and straightesiag igiven below: for each
sub-word,

The horizontal projection histogram [9]-[11] is &pd on each sub-word
(see Figure 3(e)).

Calculate the threshold value “T3", which is eqtathe mean value of all
the black pixels (see the vertical line in Figu(e)R

Detect the candidates’ baseline regions where evegjon is a set of
continuous rows of foreground pixels that exceddsthreshold value T3
(see Figure 3(f)).

Assign the landmark points to the pixels that gatietween two different
labels (see Figure 3(d)).

The region that has the most number of landmark<aitain the baseline,
which is the row that has the highest number oédoound pixels in the
original text image (see Figure 3(Q)).

Because of the existence of many sub-words inadheedext line, there will
be a baseline for each of them, which are calledllbaselines. All these
local baselines are aligned into one straight takbed a global baseline.
The exception will occur in cases of overlapping-stords which are
treated as a special case in the following processasure the vertical
distance between each of the overlapped sub-wdrdskline and the
nearest un-overlapped sub-words’ baseline as shoviigure 3 (h); the
sub-word that has the shorter distance is aligmed the global baseline
(see Figure 3(i)).

Step 7: Slant correction

Here, we designate how the text skeleton-base@septation of an Arabic text
provides a considerable role in slant correctiooppsed algorithm. Figure 4
illuminates the proposed method for slant correctiban Arabic-text.

For each sub-word (see Figure 4(a)), do the folouvi
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Figure3 An Exampleof a Baseline Detection and Straightening Results of a
Handwritten Textinage o)) After Completing the First Part of the Proposed

Method.
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* Look for the pixels labelled as VL that have an only one 8-neighbour
foreground pixel.
» For each pixel from the previous step:
« Trace its 8-neighbour’s pixels until it reachesnone “L,” labelled
pixel or it reaches to the end, re-mark as basetfsee Figure 4(b)).
« Shift all traced pixels labelled as yLstraight over the base-pixel (see

Figure 4(c)).
. [ N u [ P 5
mf =" o o T o

() (b) (©)

Figure4 An Example of a Slant Correction Result of a Harittem Arabic
Text Image ¢=) After Completing the Second Part of the Propddethod.

4 Experiments and Results

The initial results are very promising in solvingmy important problems that
arise in baseline detection for both handwritted amachine printed cursive
scripts such as in the case of diacritics, isolafearacters and short words as
well as the binding points between characterslétyabn the baseline.

Due to the unconstrained nature of Arabic handmgitstyle from person to

person, there is no ideal position of the handemitiext baseline (see Figure 5
(f-))). In contrast with machine printed texts, thaseline is detected ideally
using the horizontal projection profile method (5égure 5 (a-€)).

Many experiments are conducted on the IFN/ENIT skit§20] to validate the
abilities of the proposed framework. To evaluate tproposed method
performance, the results of the proposed methodargared visually with the
results of Pechwitz [6], Farooq [7], Boukerma [8k¢ Figure 6). Based on
Figure 6, the proposed algorithm method shows bettgults. The proposed
method is also capable to process machine prietad s well as handwritten
texts without any modification.

This study hints about various crucial problemg #ivése in baseline detection
in handwritten Arabic text and their solutions. Theoblems of baseline
detection for handwritten text have been largelyesbin the proposed method
such as in the case of diacritics, isolated characind short words in binding
the points between the characters that lay over dhseline accurately.
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Moreover, all the sulrords are also intersecting on the straight baselimthe
right points.
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Figure5 Results of BiselineDetection Using: (a-e) the Ideal Baseline Obtained
from the Machine fBnted Text, (f)) the Horizontal Projection Histogram
Method [9]-[11] and (ke) the Proposed Method on Handwritten Text.

5 Conclusion

The objective of this paper a proposed text normalization method
handwritten Arabic script. The paper discussesrsenain stages involved
this method; connected component allocation, cateicbaseline regior
detection, text skeleton analysis, baseline allogator each \ord/subword,
baseline straightening procedure and lastly texantslcorrection fo
segmentation purposes. The visual results proveetin@rkabl performance o
the proposed method on the textual binary images.r&sults on the IFN/ENI
dataset used ithe experiments with the proposed method show raftsigntly
better performance compared to the Pechv6], Farooq [], Boukerma 8]
methods. The proposed method will enhance the peaioces of sever.
techniques such as, text segmentation, featurraction and charact
recognition.



Text Normalization Method for Arabic Handwritten Script 173

(h) (P)

Figure6 Results of: (e)the Horizontal Projection Histogram Methot®], (f-
j) Pechwitz Method [B (k-) Farooq Method [7], (m-n) Boukerma Method [8]
and (o-p)the Proposed Methc
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